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Foreword

It is only logical that a book to educate readers about the basics of
statistical process control (SPC) should come from a company like
Zontec, since the company's initial focus was on training and consult-
ing—not software development.  Over the years, we've observed that
too many companies are looking for quick fixes and shortcuts to
quality. Unfortunately, there is no such thing. Any company whose
quality program hinges on this philosophy is surely doomed to fail-
ure. For without a thorough understanding of the basics, process
improvement is virtually impossible.

On the other hand, workers do not have to be statisticians to take
advantage of SPC. That is the reason for this book:  to provide a
practical, common-sense explanation of the underlying principles of
statistical process control. The topics included in this book have been
based on more than 25 years of exposure to the customer side of
quality assurance. Readers should not find the techniques and cal-
culations described in this publication intimidating. Today's SPC
software programs were designed to plug in the correct formulas and
perform the number crunching for you so instead you can spend your
time effectively managing the process. Concentrate on understanding
the situations presented here, and reach for the formulas on those rare
occasions that you need to know how the data was derived.

Finally, Zontec has long maintained that quality is not just a function
of the Quality Department. Everyone shares a stake in his or her
organization's quality. By working as a team, quality becomes the
natural way of doing business.

Here's to the process!
Richard K. Morris
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1.1 Why SPC?

Success in the global market depends on quality. Companies that
produce high quality consistently will succeed; those who do not will
ultimately fail.

The emphasis here is on consistent high quality. It isn’t enough to
produce quality sporadically; one bad product can hurt a company’s
future sales. Inconsistent quality is also more expensive since bad
parts have to be reworked or even scrapped. On the other hand, when
quality improves productivity improves, costs drop, and sales go up.

Companies don’t design poor quality; it is usually the result of a
variation in some stage of production. Therefore, product quality
depends on the ability to control the production process. This is
where statistical process control, SPC, comes in. SPC uses statistics
to detect variations in the process so they can be controlled.

This book offers a detailed look at SPC, from how and why it began
to how it works. It also offers ways to start up an SPC program, and
describes how to automate SPC.

1.2 Mass production and the need
for standardization

Before the arrival of mass production, craftsmen managed every
aspect of their products. They designed an item, produced its parts,
and assembled them. They personally marketed their products and
dealt directly with their customers.

1.0 Introduction to SPC thinking

By a small sample we may judge the whole piece.
Miguel De Cervantes
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If a problem came up, the craftsman could alter the product to
prevent its recurrence or lose those customers who were unhappy
with it. They had to balance the cost of production, the ease of
subsequent operations, and customer standards as they saw fit. Thus,
they had a good understanding of the overall picture.

This began to change in the late 1700’s, when the United States had a
shortage of skilled craftsmen and a need for a large quantity of
muskets. Eli Whitney believed he could mass produce muskets, using
machines to make parts that would be interchangeable with spares.
These machines could be run by ordinary men, not skilled craftsmen.
The government gave him a contract and funds, and he began to
design and build the machines needed to make each part.

He recognized that if he relied on one machine, one small part out of
order could make the whole machine useless. To avoid this, he
developed separate processes for each part and designed a machine
for each process. That way if an experiment showed one process
fault, he could adopt another machine without changing the method.
Along with the machines, he invented tools, gages, jigs, and fixtures
so all the parts would be close to dimensional tolerances. He also
trained his workers on how to use them.

When he did not deliver the muskets on time, some in the government
questioned his methods and his ability to fulfill his contract. He
responded by letting a group of his skeptics assemble muskets from a
trunk of parts, using only screws and screwdrivers. They saw that the
weapons could be assembled without the normal fitting and filing and
granted him an extension. Although it took several years longer than
he expected to deliver the first 10,000 muskets, he succeeded in
developing a way to mass produce them.

Whitney succeeded because he knew that variation existed, and he
adjusted his process to compensate for it. He knew that for mass
production to work, his machines had to standardize the parts so they
would be interchangeable. He knew that to be interchangeable each
part had to fit the assembly without filing. This is why he developed
gages representing the part the product had to fit.
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Gages were a key to standardizing parts and craftsmen began to use
them to judge their products.  Now, instead of adjusting each part to
fit a unique assembly, they adjusted parts to fit the gage. This
removed them from the needs of the end user. The buyers had to
"specify" their requirements, and craftsmen shifted their focus from
the product’s function to the customer’s specifications. They no
longer understood the big picture.

It was up to the customer to define user requirements, and the
producers fought for the widest tolerances they could get. With
suppliers trying to coax wider tolerances out of customers and
customers trying to narrow them, producers focused on taking the
maximum advantage of specifications. This shifted the focus away
from quality and led to the idea that defective parts can’t be avoided.
Rather than looking for ways to reduce defects, both producers and
consumers accepted them as a natural part of mass production. With
only a few producers, consumers often had the choice of poor quality
or nothing at all.

During World War II,  the U.S. Government classified quality
control as top secret and required all military suppliers to use control
charts. When the war ended, the government relaxed its requirements
and suppliers dropped the charts with other “red tape.” They failed to
recognize the power of statistical tools in predicting and controlling
production processes. With the soaring demand for products, supplier
efforts focused on how many instead of how good. There was little
reason to improve quality.

However, in Japan it was a different story.  Between 1945 and 1949,
the Civil Communications Section of the Allied command upgraded
the work practices of the Japanese by establishing quality standards
and techniques. The Japanese had been inspecting for quality and
knew their products lacked it. They also knew this inspection did not
make their products any better. They began using statistics to control
quality at the point of production and within a few decades became
known as one of the highest quality producers in the world. The
turning point for the Japanese was when they shifted from detecting
poor quality to preventing poor quality.
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The U.S. was forced to rethink its smug attitude toward quality when
competition increased in the global market. With more selection,
consumers could demand better quality. To stay competitive, produc-
ers had to shift their attention back to quality and they began working
to continuously improve their products.

By the late 1970's, a number of overlapping and sometimes conflict-
ing national quality system requirements emphasized the need for
more uniform international guidelines. Within 10 years, the Interna-
tional Standards Organization (ISO), a worldwide federation repre-
senting nearly 100 countries, published the ISO 9000 Standard
Series.

In general, ISO 9000 focuses the world's manufacturers on an
agreed-upon level of quality in the delivery of goods and services.
Certification to ISO 9000 indicates that a company understands,
documents, implements and demonstrates the effectiveness of ISO-
defined quality practices. Conformance with ISO 9000 is frequently a
requirement in business-to-business purchasing transactions.

ISO 9000 guidelines are very generic allowing users wide latitude in
how they establish their individual quality systems. SPC can be a
powerful tool in achieving ISO 9000 certification by leading the way
to observable process and quality improvement. On average, compa-
nies spend between three to nine months learning the standard
requirements, training its personnel, developing and implementing
compliant systems and monitoring their results.

Many industrial sectors have since realized the necessity to supple-
ment the ISO quality system model with a set of requirements that
satisfy internal, governmental, regulatory and global standards that
apply only to them. The first of these was Quality System Require-
ments QS-9000 for the U.S. auto industry, issued in 1994. A more
globally focused standard, ISO/TS 16949 now applies to automotive
manufacturers worldwide.

Other supplemental industrial standards to ISO 9000 include ISO
9100 for aerospace suppliers, ISO 13485 for medical device manu-
facturers, and TL 9000 for the telecommunications industry.
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Though not a quality standard in the terms of ISO, a number of the
major industrial nations have established awards programs for
enterprises within their borders that are judged as the very best in
quality. One of the most notable is the Malcolm Baldrige National
Quality Award in the U.S., named for the late Secretary of Com-
merce whose managerial excellence contributed to long-term im-
provement and efficiency and effectiveness of the U.S. government.

Given annually, the Malcolm Baldrige Award bolsters the concept of
quality improvement to small companies as well as large, to service
industries as well as manufacturing and to the public sector as well
as private enterprise.

1.3 What is quality?

Before we can control quality, we need to understand what the word
“quality” means. Quality, like beauty, is in the eye of the beholder.
Each of us judges the quality of many items every day, and we each
have a different idea about what quality is for each item. We know
what we like or what we want, and what we don’t like or want. How
we determine the quality of an item depends on both our personal
preference and our frame of reference for that particular item.

For example, production workers might see quality as conformance
to specifications. If the size of the hole they produce is within their
tolerance, it is a good hole. If not, it’s bad.

Marketing people might think of quality as something that sells well
and causes little trouble for the customer.

Supervisors see quality when production is higher than normal and
there are few reworks.

Customers see quality if the product does what they expect it to do
without any breakdowns.
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Quality is conformance to specification.
This idea comes from labeling parts that are in-spec as good and out-
of-spec as bad. Are they really good and bad? No. Somebody has
either assigned or negotiated the tolerances and a simple stroke of a
pen changing these tolerances can transform bad products into good.

Quality is a measure of how good a product is — quality is
meeting customer acceptable quality levels.  Does the quality of the
product change when you renegotiate the contract with the customer?
No, acceptable quality levels are simply tolerances on tolerances.
They specify the number of times it is permissible to miss the target
by a given amount.

Quality is zero defects.
This notion is based on our ability to define a defect. If we define a
defect as a part out of spec, then we are right back at “conforming to
the specifications.”

Quality is the absence of variation.
This is a goal that initially sets many companies' SPC implementa-
tions in motion.

Quality is in the eyes of the beholder.
With manufactured products, quality is determined by the customer.
If the customer thinks the quality is good, then it’s good. In making
the judgment the customer weighs competitive products, cost, perfor-
mance, and personal preference.

Because we define a product’s quality in relation to competing
products, it is a constantly moving target. Finding this target means
adjusting to meet the customer’s needs as well as maintaining the
competitive edge. This requires never-ending improvement.

Quality can be broken down into three areas of concern to the
customer:

1) Design Quality
2) Manufacturing Quality
3) Performance Quality or Reliability
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Design Quality is the intended shape, size, color and function of the
product. The designer must assess the needs of the customer and
select characteristic values that will create the greatest customer
satisfaction. Product quality can never be better than the quality of
the design.

Manufacturing Quality is how well the product meets the design. It
is this type of quality that is the subject of this book. The better the
manufacturing quality is, the better the product quality will be. And
if this type of quality is good, product quality will be more consis-
tent. Keep in mind, however, that while improving manufacturing
will improve a product to a certain extent, it will never improve a
poor design.

Performance Quality is a measure of how dependable a product is.
The level of this type of quality is affected by how often a product
fails,  the time between failures,  the time it takes to repair, and
repair costs.

Most customers don’t tell the manufacturer what they want directly.
They tell them by buying or not buying. To stay competitive,  a
company must consider how their customers look at quality. From
the customer’s point of view, quality includes the marketing, engi-
neering, manufacturing, and maintenance through which the product
or service meets their expectations.

Figure 1.1
Distributions of output from two companies.  All of Company A's product falls
within specification limits.  Company B's production is centered at the
designed optimum, but does produce some out-of-spec parts.

Company A Company B
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Figure 1.1 illustrates the output of two companies making the same
part. Company A has much tighter control over the dimension but
their process is centered near the low limit. Company B, however,
doesn’t have enough control to keep their products within spec all the
time and produces a 3% out-of-spec product.

From a producer’s point of view, Company A would appear to be the
better company. The tighter control of the dimensions reduces the
cost of materials.

A customer who is only buying one or two items would prefer
Company B’s product. Why? Company B produces an average of
68% of their product in the middle third of the tolerance. And
chances are many of Company B’s parts will be exactly on target —
a perfect product. Company A’s products run towards the low end of
the limits, which means there is a slight chance of getting a perfect
product and a good chance of getting an inferior one.

If Company A can center their process on the design target, they will
have the better product. Centering a process is usually easier than
reducing process variations. This is why controlling variables is the
biggest problem in quality production.

1.4 Variation

If it was possible to make all items alike, we would not need toler-
ances. Since no two things are exactly alike, we must make allow-
ances for the differences.  Tolerances are these allowances.  They
provide a range over which a product can vary and still be accepted
by the customer.

Of course, “accepted” is not “desired,” and in the battle over width of
tolerances the idea of a specific target has been lost. For example,
ask almost any machinist what size a part is supposed to be, and you
will get a range for an answer — “from 2.048 to 2.052 inches.” Why
isn’t the answer “2.050 inches” if that is the target? Because with
tolerances, we tend to aim for the acceptable range instead of the
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exact target. This means we are less likely to hit the target. It also
means our variance will most likely be greater than if we aimed for
the target.

Variance is a natural occurrence, but that doesn’t mean we shouldn’t
try to control it. If we aim for a specific target value, instead of a
range, we have more control of the variance. In archery, if you shoot
for a bull's eye, your arrow is likely to land near it, but if you
broaden your aim to encompass the entire target, your arrow could
land anywhere. The same is true for manufacturing.

A perfect product is one that is on target, so aiming for the target will
improve product quality. Specifying  a target value and controlling
the variability makes more sense than focusing on tolerances.

1.5 Statistical thinking vs. Engineering thinking

Engineers have it made. In the world of engineering, two plus two
always equals four. When products are designed the dimensions are
exact, the calculations are accurate, and the resulting characteristics
are known.

Manufacturing is not so precise. Variations can occur anywhere in
the process and are often hard to predict accurately. People work
with items that were intended to be two inches long, but in reality
they are anywhere from an eighth of an inch too big to an eighth of
an inch too small. Two plus two seldom equals four.

This has frustrated managers worldwide for a long time. Engineers
predict the output of a process and we wonder why things didn’t turn
out as planned. The problem is in the definition of what should be.

Statisticians addressed this problem by developing methods for
calculating expected results which take variation into account. Their
methods call for observing the process in its actual environment so
the expected variability can be measured.
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1.6 Development of Shewhart control charts

In the 1930’s, Walter Shewhart devised a way to predict what could
happen during a production process. His technique involved collect-
ing observations from the shop floor, running calculations on this
data and then plotting it on a graph. Based on statistics of what had
happened in the process, he could predict what would happen in the
future. Comparing the actual result to his prediction was a simple
matter of plotting points on graph paper. His graphs became known
as the Shewhart Control Charts.  They were and are used to control
the output of manufacturing processes.

1.7 Prevention vs. detection as quality control

Estimates show that it is ten times more costly to correct a problem
than it is to prevent it.  With this kind of savings, companies can
reduce prices, expand their R&D, and increase profits at the same
time.

Changes to a product’s characteristics are merely a reflection of
changes in input. Therefore, the key to preventing defects in a prod-
uct is to monitor and control all aspects of its production.

1.8 Definition of a process

Most people think of a process as a machine or task, but it is more
complex than that. A process is the entire system of machines, raw
materials, people, procedures, environment, and measurements, used
to make a product. Figure 1.2 illustrates this concept.

You can define a process to suit your needs. If your interest is the
production of plastic buckets, you can define the process as the
bucket, machine and the plastic. Or you can expand the definition to
include all production in the plant as well as external factors that
impact plant operations.

A process has inputs, actions, and outputs. Each input has a source
or supplier and each output has a customer or a user.
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A process is at the mercy of its inputs. If the input changes, the
change reflected in the output. The most common way to deal with
this is to change certain inputs to compensate for unwanted changes
in others. However, since each factor can vary greatly, this method is
time consuming and costly. If you reduce changes or input variation,
the process will need fewer corrections, the products will be more
uniform, and less work will be needed to produce the same output. It
is far more effective to determine which inputs affect the process
most, and control them, than to compensate for changes in these
inputs.

1.9 Who is the customer?

Every process has customers. They are the people who receive the
output of the process. They may be the next process in the plant or
the people who buy the end product. The goals of a quality program

Figure 1.2
Block diagram of a process
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are to define the customers for each process, and to make sure their
needs are met. This is where the idea of specs clashes with our
thinking. Rather than asking what the customer wants, specs ask
what is the worst the customer will accept.

1.10  Determining loss

When we think of quality as meeting a target value, we need a way to
calculate the loss incurred when we don't hit the target. If you use
tolerances, loss is easy to determine. If we know the cost of labor and
materials used to fix or replace bad items, we can estimate our loss
due to poor quality.

In the past, companies only allocated poor quality costs to the parts
that fell outside the spec limits, as shown in Figure 1.3. In this ex-
ample, two parts are produced:  X and Y. X is 0.005 inches inside
the lower spec limit and Y is 0.005 inches outside this limit. X is
good, Y is bad. The cost of poor quality for X is zero, while the cost
for poor quality for Y is $20. Both parts are similar and both are
very far from the target, yet there is a large difference in the cost.
Although this method distributes the cost of poor quality, it does not
depict the loss accurately.

A loss is actually a gradual change from good to worthless.  Any
movement away from the design target exerts some degree of loss.
Variance must be compensated for, if not directly by the part maker,
then by next department, the end producer, or the final buyer. It is the
end producer who ultimately suffers the cost of variance — a loss of

business, loss of sales, loss due
to rework and repairs, etc. These
losses  eventually come full
circle and cost the producer.

This is why long range thinkers
consider the loss experienced by
their customers as well as their
own direct loss.  They distribute
costs of poor quality to everyFigure 1.3

Traditional quality loss curve.

LSL USL

Y X
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part that misses the design
target. This method distributes
costs progressively; the farther
from the design target, the
greater the cost.

Figure 1.4 shows this method of
distributing poor quality losses.
Instead of beginning where parts
fall outside spec limits, losses
begin at the point where the target is first missed.

1.11 Common causes vs. special causes

When he developed the control charts, Dr. Shewhart recognized that
certain variations were a part of every process and he accounted for
them in his predictions of future events. He called these sources of
variation random or chance causes and found there was no one
event that caused them. Now called common causes, these variations
are measured and documented in control charts.

Not all variation is built into the system. Some variations have
identifiable causes such as human error, bad raw materials, or
equipment failure. Known as assignable or special causes, these are
the sources of variation that control charts are designed to signal.
Assignable causes interfere with the process so it produces an
irregular output. Control charts reflect this disturbance, allowing the
problem to be tracked down.

1.12   What to control?

With process control, the focus is on the process inputs and the
output seems unimportant. The reason for this is that the output can’t
be changed directly. Only the inputs can be directly changed and
these changes must be controlled. The quality of the final output
depends entirely on the inputs.

Figure 1.4
Continuous quality loss curve.
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The output does provide information about process capability for the
customer’s point of view.  It also helps to determine which inputs
have a significant effect on the process results.  Controlling of the
process comes once these inputs are identified and direct controls are
set up for them.

1.13  Human elements of SPC programs

SPC alone will not improve quality. Statistics can only show where
problems are, it can’t solve them. It is up to people to prevent and
solve process problems. Since management can’t be everywhere
solving every problem, workers must have the training, motivation,
and authority to deal with everyday variance.

It’s one thing to show a person how to operate a machine and another
thing to train them. Training is teaching workers about potential
problems, and how to resolve and prevent them as well as how to run
equipment. When you add the authority to resolve problems to thor-
ough training, you build confidence, increase motivation, and im-
prove productivity.

Motivation also comes from feedback about their work and from
knowing how the results of their labor affects the next step and the
final output. Asking for efforts that have no immediate feedback runs
against the grain of people who have been rewarded their entire life
for the results of this shift, this week, this month, this quarter, or this
year. Not knowing the results of their work is not only demoralizing,
it also reduces productivity and increases the potential for errors.

Take, for example, the game of bowling. Thousands of people pay
money to bowl every week because it’s fun. They roll the ball, watch
the pins fly, and instantly know how well they did. Now let’s change
the game slightly to reflect the environment many workers find them-
selves in.

We’ll hang a bed sheet across the lanes about ten feet past the foul
line. This sheet completely blocks the bowler’s view of the pins.
We’ll also remove score sheets and scoring equipment. The foul line
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light and buzzer will be disabled, but we’ll still count fouls in the
usual way.

After being trained by the team captain, the bowler rolls the ball and
sits down. It may have been a strike or it may have been a gutter ball.
There is no feedback, so who knows? Would bowling still be fun?
Of course not!

You say workers do have feedback — they receive monthly account-
ing reports of scrap and rework charges. OK, we'll mail the bowlers
their scores once a month. Is that any better?

Some supervisors provide feedback to workers when they make an
error. We’ll add this into our game of bowling by having the pin boy
holler, “You messed up that time,” whenever he notices a poor roll.
But since he is so busy, this only happens a couple of times a night.

In a situation like this, the scores would not be very good. Yet work-
ers are often expected to shoot for goals they are told exist but are
given no way to measure their success.

SPC removes the sheet and provides a means of keeping score. The
effects of actions become  measurable and provide feedback.

Workers are likely to complain about the perceived extra work that
an SPC program requires. In the past, operators made the product
and someone else checked it. Now, to tighten process control and
provide more timely feedback, the person who does the work is also
responsible for checking it. This new work does cut into piecework,
and if an incentive system is in place, the bonus is affected. However,
this is only true in the initial stages of the program when old prac-
tices are still followed and the charts are first introduced. As workers
make changes in the process, they are able to streamline their efforts,
reduce the number of reworks, and increase their productivity.

Like bowling, work is more enjoyable when you can see the results.
Morale will most likely increase as SPC is implemented. As morale
improves, workers take more pride in their work.  More pride
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improves product quality.  This leads to the chain reaction taught by
W. Edwards Deming, in which improved quality improves efficiency
and decreases costs. Better products and lower prices increase sales
and product demand, which in turn creates more jobs. Making
workers a part of the quality equation can only improve product
output and sales.

1.14   Management’s responsibilities

Statistical process control provides management insight into what is
actually happening on the production floor. In our bowling example,
removing the sheet from the lanes is the job of the manager of the
facility, not the bowler. Likewise, the job of company management is
to adjust the rules of the game so workers can make the best use of
their skills. While there are certain adjustments workers can make,
most improvement comes from changes only management can make.
Management must set the stage for workers to do their best work.

Managers do not try to inhibit workers' performance. Although they
are not as close to the process, they often suffer from the same lack
of feedback as the workers. Workers and management must work
together to identify and document factors that make the job more
difficult, change them, and measure the effectiveness of these
changes.

If workers use SPC or other techniques to identify problem areas and
management doesn’t act on these problems, worker support for the
program will fade.

1.15   Team approach to problem solving

Solving problems usually affects other processes up or down stream.
Remember the early craftsman?  Each step he made affected other
processes, but he had the responsibility for these and hence could
deal with the reactions down the line himself. Today, it is important
to include everyone whom the solution could affect in the problem
resolution, and to do so in the early stages.
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1.16 Negative effects of specs and work quotas

A company that constantly seeks ways to improve its production
process will be healthy. In our competitive market,  if we wait for the
customer to demand improved products we will fall behind. Aiming
for spec limits or to achieve a quota is the same as setting a goal;
once you reach it there is no reason to go further.

Let’s say your process produces 5% out of spec parts, and each part
costs $10 to repair or rework. If monthly production is 1000 parts,
the cost of rework is $500. You would probably let an engineer spend
a few thousand dollars to improve this process.

Once the production falls within the spec limits, there is no need to
spend money on improving the process under the traditional loss
system. That is, until the competition starts selling parts with a
tighter distribution. One reaction is to narrow the “internal” specs so
you only ship out the parts that are equally good. However, this
would increase reworks and associated costs.

Now let’s look at a work quota system. Assume workers have a
quota of 800 parts per shift. Suppose you dock them for each part
short of the quota and give them a bonus for each part over the 800.
The primary goal is to make 800+ parts, and all efforts are to
increase production speed. Quality slows them down, so it falls by
the wayside. In this situation, you're not only encouraging poor
quality work, you're paying extra for it.

Any type of formal rules or requirements fosters the “how can I beat
the system” type of thinking. Management tries to design rules that
make personal goals mesh with company goals. This is fine until
business conditions change and the rules no longer reflect the
company’s needs. Raw material price and availability change, energy
prices change, technology changes, customer demands change. As a
result, strict systems of measuring work are less effective and often
hinder productivity.
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2.1 Why do we need statistics?

2.0  Statistical distributions

To measure is to know.
James Clerk Maxwell

Chapter 1 looked at the effects of variation on production and why we
should control it. We also discussed how we can use statistics to
measure and track variance. Statistics make it possible for us to make
fairly accurate predictions with just small groups of data. It is not
possible to predict individual events with statistics, but they will give
you an insight to the overall results.

For example, no one can predict how long a person will live. An
accident or illness could happen tomorrow, or the person may live to
be 100 years old. Life insurance companies, however, can accurately
predict what percent of the population will live to be 50, 60, 70 and
beyond. This is the type of information that we need about our
production process.

Statistics let us make estimates without knowing all the possible
results. For example, no one has measured all the people in the United
States, but we know the average height. We find the average by
sampling a small part of the population and applying what we learn
from it to the whole population.

Statistics deals with two areas: the past and the future. We use
statistics to summarize past events so we can understand them. We
then use this summary to make predictions about the future. SPC
applies this to process control allowing us to predict the future course
of the process and its output based on what has happened in the past.

To understand how SPC works, you’ll need to know some basic
statistical concepts. This chapter presents an overview of these
concepts.
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2.3 Probability

In statistics, a population or universe is the entire group of subjects
in a study.  A population can be anything—people, screws, all parts
made by one machine, etc.  To learn about a population, we study the
distribution of specific features throughout the group. The shape of
the distribution tells us if the group has certain tendencies: if it’s
balanced, for example. We use these tendencies to make predictions
about future events.

We’ll look at some common distributions and what they reveal later
in this chapter.

Statistics is about probability, which is the chance that something
will happen. We want to know the odds of an event occurring or how
often it will occur.

For example, a coin has two sides, so there are two possible results
when it is flipped: “heads” or “tails.” If you flip it, there is a 50% or
1:2 chance that heads will appear.

These odds tell us how likely our predictions are to happen. SPC uses
probability to predict how likely a specific result will happen again.

We use symbols to write statistical results in an easy form.  For
example, we use ‘x’ to represent each reading or observation in a
sample. If there is more than one reading, we use subscripts to
identify which reading we’re referring to. For example, ‘x

1
’ is the

first reading, ‘x
2
’ is the second.  When we refer to a specific reading,

but don’t want to give it an exact value, we use the notation ‘x
i
’ and

say it is the ith reading.

We use ‘n’ to represent the number of readings in one sample (some-
times called a subgroup), and ‘N’ for the the number of readings

2.4 Statistical symbols

2.2 Populations
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taken in the study.  For the number of samples in the study, we use
‘k’.

If we have 25 samples of five readings each, we have a total of 125
observations. The equation looks like this:

n = 5, k = 25
N = n × k = 5 × 25 = 125

When we sample from a population, we make calculations using the
data we collected. These calculations allow us to narrow the data
from many sample readings into one value. These single values
derived from the sampled data are statistics. Each calculated value is
a statistic, and each statistic is an estimate for the true population
values.

If we look at a deck of cards, the values range from one to thirteen, if
Jacks are 11, Queens 12 and Kings 13. The distribution mean or
expected value (also called the average) of the possible values is
seven:

(1+2+3+4+5+6+7+8+9+10+11+12+13) / 13 = 7

Suppose we select three cards at random: 3, 7 and a Queen.  The
sample average would be 7.333. If the cards we selected were 4, 6
and an Ace, the sample average would be 3.667. We would not
expect each sample to have the same sample average nor equal
exactly seven.  Sample statistics are only at best an estimate of the
true population values.

You can create statistics using any method you want to use on your
sample data.  Each statistic has its own variability with repeated
samplings and therefore, its own distribution.  We can predict how
each statistic will behave if we understand this distribution.  Any
changes we see in the distribution of our statistic will reflect changes
in the readings the statistic was calculated from.  If we monitor the
behavior of the statistics, we can monitor the behavior of the process.
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There are several statistics we can calculate for a distribution, so we
can compare it to other distributions or describe it for others. One
such statistic is the middle of the distribution or the central tendency.
We have four ways to measure central tendency:

Finding the mid-range value or the midpoint of the range is one way
to find the center of the distribution.

We find the highest and lowest value and say the center of the distri-
bution is mid-way between the two.  It is calculated by adding the
highest and lowest values and dividing this sum by two.  If you use
this statistic, keep in mind that extreme values affect it, and it doesn’t
reflect any values in between them.  If, for example, you draw 15
cards from a deck: 3, 4, 5, 6, 7, 8, 5, 4, 9, 9, 4, 10, 7, Queen (12) and
4, the highest card is 12 and the lowest is 3. The mid-range for these
15 cards is 7.5 as shown in Figure 2.1A.

The second way to describe the center of the distribution is to find the
mode.  The mode is the value that occurs most often in the sample.
Although the mode can be applied to raw data, it is usually used for
grouped data, such as data for histograms. The mode tells us which
value occurs most often, but doesn’t show a relationship to other
values. For example, if you looked at the same 15 cards we found the

range for, you’d find the mode of
these cards is 4. This is shown in
Figure 2.1B.

Finding the median is the third way
to describe the central tendency.
The median is the value that has
50% of the values on either side of
it. To find it, we must sort the data
into ascending or descending order,
and then count off half of the read-
ings from either end. If there is an
odd number of readings, there will

2.5 Measures of central tendency

Figure 2.1A
Mid-range
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be an exact middle value. If the
number of readings is even, the
median will fall between the two
numbers, and we must average
them to find it. As shown in
Figure 2.1C, the median value of
our 15 cards is 6.

The median shows the relative
position of the data with respect
to one another, but order is all it
responds to. If half of the data
spreads out more than the other
half, the median doesn’t show it.

The fourth way to measure cen-
tral tendency is to find the aver-
age or mean.  To find the
average of a series of samples,
add the sample values and divide
this sum by the total number of
samples. An ‘X’ with a line over
it (`) symbolizes the average
and is read as X-bar. The aver-
age not only shows changes in
the relative order of the data, but
it also reflects changes in the
distances between data values.
The average value for our ex-
ample is 6.47, as shown in Fig-
ure 2.1D.

As you can see, we have four
different central tendency values
for our sample.  Each measure of
central tendency tells us some-
thing different about our sample.
The mean tells us the average of
the sample, but it can’t tell us

Figure 2.1B
Mode

Figure 2.1C
Median

Figure 2.1D
Mean
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Figure 2.2
Four processes with the same central tendency values, but with very
different dispersions

which value occurred most often, and not the relative position of the
values.  We can use each measure of central tendency to compare
samples; however, samples can have the same central tendency val-
ues, but differ greatly, as shown in Figure 2.2.

Each of these four samples has a mode = 4, a median = 6, a mid-
range = 7.5 and a mean 6.47, but as you can see, how the values
spread out is quite different.  This is why we also need to determine
the spread when we compare distributions.
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We just looked at an example of how distributions can have the same
central tendency values and yet be very different.  We call this spread
process dispersion.  We use process dispersion values with central
tendency values for a more complete description of our data.

Range is the easiest way to describe the spread of data.  To find the
range, subtract the minimum value from the maximum value. The
larger the range, the greater the spread of values.  Like the mid-
range, the range only takes the two extremes into account.  For the
card sample: 3, 4, 5, 6, 7, 8, 5, 4, 9, 9, 4, 10, 7, 12 and 4, the range
is 9. ‘R’ is the symbol for range.

To include other values in our analysis we calculate the average
value, find the distance each value is from the average, and total
these distances.  Since adding positive and negative values can give
us a total of zero, we add the absolute values of the distances be-
tween the average of the group of data and each value. (For the
absolute value, just ignore the negative sign is there is one.) Then
divide this total by the number of readings in the group to get the
average distance from the center value.  This statistic is the Mean
Absolute Deviation, or MAD.  Its formula is:

2.6 Measures of process dispersion

If we take our cards again with the mean equal to 6.47, the MAD
would be calculated as:

MAD =
X

i 
– `

n
or

X
i 
– ` +  X

2 
– ` + ... X

n
 – `

n
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33.47 / 15 = 2.23  =  MAD

There are two other measures of spread that are important in SPC.
They are the standard deviation and the variance.

Finding the standard deviation is similar to the way we find the
MAD, but instead of using the absolute values, we find the square of
the difference, and divide it by the number of samples.  The standard
deviation is the square root of that value.  Either an ‘s’ or σ (sigma)
can symbolize the standard deviation.  Its formula is:

Observation Deviation
3 3.47
4 2.47
4 2.47
4 2.47
4 2.47
5 1.47
5 1.47
6 0.47
7 0.53
7 0.53
8 1.53
9 2.53
9 2.53

10 3.53
12 5.53

√σ  = (X
i
 – X)2

n

Looking at our card values again, the standard deviation would be
calculated as:
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Observation Deviation Sq. of Deviation
3 3.47 12.0409
4 2.47 6.1009
4 2.47 6.1009
4 2.47 6.1009
4 2.47 6.1009
5 1.47 2.1609
5 1.47 2.1609
6 0.47 0.2209
7 0.53 0.2809
7 0.53 0.2809
8 1.53 2.3409
9 2.53 6.4009
9 2.53 6.4009

10 3.53 12.4609
12 5.53 30.5809

(X
i
 – X)2

n
σ2 =

2.7 Some common distributions

The behavior of most data can be described by the following distri-
butions.  Each of these has different properties and will not only
reveal specific information about the data, but also will help you
make inferences about the whole population.

99.7335

√ 99.7335 / 15 = √ 6.6489 = 2.5786 = σ

For some calculations you’ll find the standard deviation squared is
easier to work with.  This statistic is called the variance, and is
denoted by ‘s2’ or s2 (sigma squared).  Its equation is:

If you know the standard deviation, just square it for the variance.
(Or don’t take the square root.) For our card values, the standard
deviation is 2.5786 so the variance is 6.649.
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Figure 2.3A
Binomial distribution

Figure 2.3B
Uniform distribution

Figure 2.3C
Normal distribution

The simplest one of these is the binomial distribution, which is a
probability distribution.  It reflects events that have only two possible
outcomes.  For example, if you flip a coin, the “heads” or “tails”
outcomes create a binomial distribution, as does calling a part good
or bad.  The possibility of one or the other outcome is equal.  Take
the coin, for example; each time you flip it, the chance that it will be
“heads” or “tails” is the same.  The same is true if you label each
part as defective.  Figure 2.3A shows a binomial distribution.

When each possible outcome has an equal chance of happening, the
distribution is said to be uniform, or rectangular.  An example of this
is rolling a fair die; each value has the same chance of occurring. A
prominent feature of the uniform distribution is its symmetry, as
shown in Figure 2.3B. Along with the symmetry, you need to know
the mean and the standard deviation to describe this distribution.

The normal distribution is also symmetrical.  With this distribution,
the likelihood of an event occurring increases as the values move
toward the center or mean value, and tail off again once they’ve
moved beyond the mean.  If the data has a normal distribution, as
shown in Figure 2.3C, it will show the familar bell-shape curve when
plotted on a chart.

Normal distributions occur most often with measured data, such as
the height of people in the U.S. or time it takes to add a given amount
of a reagent to a vat.  They occur naturally when the data comes
from a stable process.  The normal distribution also requires the
mean and standard deviation to describe it. The normal distribution is
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Figure 2.3D
Normal curve

Figure 2.3E
Poisson distribution

a symmetical distribution, meaning that both sides of the mean take
the same shape.

Suppose we draw another 15 cards: 3, 4, 5, 5, 6, 7, 7, 7, 7, 8, 8, 9, 9,
10, 11. The mean, median and mode are all 7, so the distribution is
normal and creates a normal curve as shown in Figure 2.3D. Like the
uniform distribution, we can describe it using the mean and standard
deviation.

A fourth type of distribution is the Poisson distribution, which gets
its name from Simeon Poisson who first described it. It is used to
describe details, where the probability that a specific event will occur
is small and the number of trials is large. For example, you could use
a Poisson distribution to describe the number of cars that go through
an intersection during rush hour every day. You always begin this
distribution with zero, and you only need the mean to fully describe
it. Figure 2.3E shows this type of distribution.

2.8 Properties of the normal curve

Because sample averages have the tendency to become normal, the
normal curve is at the heart of SPC.  If we have a process with a
normal distribution, we can make certain assumptions about the data
based on the properties of a normal curve.  Figure 2.4 shows a nor-
mal curve.  When you look at this figure, you’ll notice there are three
sections under the curve that are marked off with percentages.  Each
of these sections is an equal distance on either side of the average
value.   The distances represent multiples of one standard deviation of
the population and are labeled as σ, 2σ, etc.  No matter what the
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Figure 2.4
A normal curve
showing the
percent of data
that will fall into
each range of
standard
deviation

2.9 Central limit theorem

Each process behaves in its own way and will rarely fit one of the
classic statistical distributions exactly.  However, there is a law that
lets us use normal distribution to control the sample averages,
regardless of how individual samples are distributed.  It lets us
control the behavior of the process.

This law is the Central Limit Theorem and it states that regardless of
the shape of a universe’s distribution, the distribution of the averages
of the sample size n taken from that universe will move toward a
normal distribution as the sample size (n) grows.

In other words, no matter how samples are currently distributed,
when the sample size grows, the distribution of the sample averages
will approach normal.

average and standard deviation values are, every normal curve will
have these sections with the same percentages.

As you can see, about two thirds of the data, 68.26%, falls within one
standard deviation on either side of the mean.  If you move out two
standard deviations, you’ll find 95.44% of the data, three standard
deviations, 99.73% of the data, and six standard deviations, 99.99%
of the data.  For practical purposes, we say the whole population falls
between plus and minus three standard deviations.  This is because
out of 1,000 readings, only three will fall outside this section.
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You also will notice there is less variability in the sample averages as
the sample size (n) increases.  If we go back to the deck of cards and
draw only sets of two from the deck, the average of each set will vary
greatly.  We could draw a King and a ten, or a one and a four. If we
draw ten cards, the average will be much closer to the true average of
seven.

With this law there is no need for concern about the distribution of
individual readings for process control purposes.

The central limit theorem lets us quantify this shrinking of the
variability.  How much the standard deviation of the sample averages
shrinks as the sample size (n) increases is equal to:

σ  (`)

√ n

We use this formula to estimate the standard deviation of a popula-
tion if we know the standard deviation of the sample averages and the
sample size.  We’ll look at ways to apply this to the production
environment in later chapters.
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3.1 Types of data

3.0 Data collection & recording

If you can’t measure it, you can’t manage it.
Anonymous

An SPC program is only as good as its data. Data can point out
problems, tell you their causes, and how often they happen. Data can
show you much variation is in the process, and when the process is
out of control. It can lay the groundwork for action.

To do all this, it has to be the right kind of data for your purpose. It
has to represent the population it is supposed to represent, and it has
to be organized.  If the data fails these criteria, it can lead you to the
wrong conclusions and the wrong type of action.

The types of data most common in SPC are variable and attribute.
Data falls into one of these groups based on the way it’s collected.
Variables are data that’s measured, such as length, weight, tempera-
ture and diameter.  They can be any whole number or fraction, such
as 1½ inches, 1.342 pounds, 0.0003 centimeters, 5 degrees or 3 feet.

Attributes are counted data, such as the number of defects.  They are
often a record of go/no-go, pass/fail or yes/no.  Because they are
tallies, they must be whole numbers such as 1, 154, 68, etc.  Either
the part has a defect or it does not.  You would not record a half of a
tally.  The attribute value would be the total number of tallies.  You
can also classify data in either of these groups by its purpose.  This
includes data for analysis, regulation, process control and acceptance
or rejection.
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3.2 Characteristics

Data for analysis
This type of data is used to study past results, make new tests and to
study the relationship between causes and their effects.

Data for acceptance of rejection
This is point-of-inspection, go/no-go data.

Data for regulation
This type of data is used to adjust the process, and calls for direct
action, such as temperature changes.

Data for process control
This type of data shows if the process is in or out of control, and
shows process trends.

To control the process, we need to collect, analyze and act on data
from the characteristics that make up both the process and the part.
A characteristic is a feature of a part or its process, such as the
dimensions, speed, hardness, smoothness, flatness and weight.

Before you can collect data, decide which characteristics are most
important for improving your product quality.  Keep in mind that you
may change characteristics at any time.  Once you’ve brought these
characteristics under control so they’re consistently producing the
output you want, you may want to improve overall quality by con-
trolling other characteristics.

When you look at each characteristic, consider the type of data you
can get from it; how you’ll measure it; and at what point of the pro-
cess you’ll measure it.  You’ll also want to know if the results can be
proven, what can be learned from the data, and if you can act on it.
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3.3 Collecting data

Before you begin collecting data, you have to determine what the
purpose is.  Is it to control the process, correct a problem or analyze
the process?  The purpose points the way to the kind of data you’ll
need, where to collect it, and how to organize it.

After identifying the purpose, you’ll need to decide the extent and the
objectives of the study.  Then decide what type of data you’ll need
from which characteristics. Keep in mind that it isn’t enough just to
collect data.  To reach a conclusion, you need to understand it.
Therefore, you need to know how to analyze the data and what data
will make the analysis accurate before collecting it. It is equally
important to decide how you will collect the data.  Consider what
collection method will most clearly show the problem’s cause or the
process trends, etc.

Sampling
Since it’s seldom feasible to test every item in a group, most studies
are based on random samples.  How we sample our universe deter-
mines our view of it, so the samples must be random. If they aren’t
we won’t have an accurate picture of the universe. The only way to
insure random sampling is to develop a plan for sampling the data
before we begin to collect it.

With sampling, we collect data on a number of items in the group,
and apply the results of this study to the whole group. When our plan
is solid with enough truly random samples, the results of our study
will accurately reflect the whole group.

There are several things to consider when you develop a sampling
plan. The goal of sampling is to get information that accurately
reflects your population. First identify what needs to be controlled,
then decide what sampling method to use, how often to take them,
where they should come from, and how many will represent the
group. For some studies, when to take a sample or the production
order may be important.  For example, if you wish to detect a change
that won’t last very long, the time between samples should be short.
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You’ll also need to consider bias in the sampling and design a plan to
avoid it.

The sampling method you use depends on the type of data you need.
For attribute data, samples are lot-by-lot.  Samples from each group
are inspected and defects are tallied.  Variable data comes from
continuous process samples.  This type of sampling involves taking
measurements of random items in the process as it is running.

How often you take samples depends on what you are studying.  For
attributes, you’ll probably take samples for each lot.  For variables,
you’ll want to consider the nature of the process as well as the
purpose of the study.  You may need to take a sample every five
minutes, hourly, daily or during each shift.  The goal is to take
samples often enough to get an accurate picture for your study.

Where the samples come from refers to the point in the process
where the measurements are taken.  Again, the purpose of your study
determines this.  For a count of the defects, the samples will be post-
production.  For variable data, where the samples come from depends
on what data will reveal the most information about the process.
This depends on the purpose, the characteristic, and the process.  If
your sample consists of readings of consecutive parts, it captures
that specific time in the process.  If you only need a summary of
events over time, the readings can be from random parts.  You would
also use random sampling for readings from a chemical process.

The group of samples taken from a population must have all the
characteristics that are in that population.  Therefore, how many
samples you take depends on how many will give you an accurate
picture of the population.

In a random sample, every item in the population has an equal chance
of being taken.  In a biased sample, every item doesn’t have an equal
chance.  Only taking the items you can easily reach will give you a
biased sample.  So will selecting only those with obvious defects.  If
the bias is small, you can still get an accurate picture of the popula-
tion, but there is no way to know the amount of bias.  Design your
sampling plans to avoid bias.
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Sample Size
When developing a sampling plan, you must also decide how many
readings to take for each sample.  The number of readings, or sample
size, determines how much variation the control chart will reflect.
An increase in the sample size causes a decrease in the variation
between samples.  Thus, an X-bar chart with n = 5 shows less
variation between samples than one with n = 2.  A sample size
increase also increases variation within a sample.  This is shown in
the range chart.

In an X-bar chart, variation decreases as the sample size increases.
Because there is less variation, the control limits are tighter.  Tighter
control limits make the chart more sensitive.  Points outside the limits
on a chart with n = 5 may be within the limits of n = 2.  Figure 3.1
shows four X-bar charts created with the same data.  For chart 1, n =
1; for chart 2, n = 3; for chart 3, n = 5; and for chart 4, n = 10.  Each
chart has the same scale, so you can easily see the difference in
control limits as the sample size increases.

As the sample size increases through five, the range between samples
decreases.  For samples larger than five, the variance between
samples is more consistent.  Because it levels off, you seldom need
more than five readings in a sample.  For example, the second
column of Table 3.1 shows 24 samples.  In this column n = 1, and
values range from 18 - 25.  Using the same readings and a sample
size of two, the samples run from 18.5 - 22.5.

When first bringing a process under control, use a small sample size,
such as two, and take samples frequently.  This way, the chart will
show some out-of-control points, but not enough to overwhelm you.
If a majority of the samples are outside the limits, cut the sample
size.  Once you’ve eliminated the causes of the outside points and
stabilized the process, you can increase the sample size to find more
variation.  As you tighten the control limits and eliminate the problem
causes, you improve your process.  This should be a continuous
cycle.
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Figure 3.1
X-bar charts with the same measurements, but different sample sizes

Sample size n = 1

Sample size n = 3

Sample size n = 5

Sample size n = 10
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3.4 Recording data

You can collect all the data in the world, but if you can’t understand
it, it’s useless.  The key to understanding data is to organize it.  It is
best to do this as you collect it so you’re sure you’ve collected all the
pertinent information.

Some SPC software packages can take readings directly from gages
and organize the data for you as it comes in.  However, if you can’t
set up direct gage input for the information you need, check sheets
are a good way to organize the data manually.  For the best results,
plan how you’ll record the data and develop the check sheet before
you begin to collect the data.

Table 3.1

=n 1 2 3 4 5 6 7 8

1 0.91 0.12 0.12 0.12 8.02 5.02 7.02 0.12

2 0.32 0.12 0.02 0.12 6.02 8.02 4.02 2.02

3 0.12 5.91 0.12 0.02 8.91 0.12 6.02 5.02

4 0.12 5.22 7.02 3.02 0.12 8.91 +

5 0.02 5.91 5.02 +

6 0.91 5.02 7.22 5.02

7 0.22 0.02 4.91

8 0.32 5.02 4.02

9 0.81 5.22

01 0.12 5.81

11 0.91 5.91

21 0.22 5.12

31 0.02

41 0.02

51 0.81

61 0.32

71 0.52

81 0.02

91 0.91

02 0.81

12 0.12

22 0.81

32 0.02

42 0.32



40    The Book of Statistical Process Control

Zontec copyrighted material  •  www.zontec-spc.com

Along with helping you organize data, check sheets remind the user
to record all the information the study needs.  They should be as
simple to use as possible so there are few errors in recording the
data.

There are different check sheets for different purposes and types of
data.  For variable data, there are check sheets for measured data and
distribution.  For attribute data, there are check sheets to record how
many defects of each type, causes, and where the defects are located.
You also can create a check sheet to verify the final inspection.

Regardless of the type of check sheet your study requires, you’ll
want to include spaces for the study identification, the date, shift,
method of collecting, where the data came from, and who collected it.
Check sheets for variable data should include machine and gage IDs,
the time the sample was taken and how often they are to be taken.
You may also want to include the spec limits, so you’ll know right
away if this process is out of spec.  All check sheets should have
plenty of space for the data and notes.

Check Sheets for Measured Data
Check sheets for measured data provide a way to record and organize
variable data.  Along with the basic check sheet information, they
contain a record of each measurement in a series of samples, and the
average and range for each series.  As mentioned, they should include
the specific machine, gage, and the time of the readings, as well as a
space for notes.  A sample check sheet for measured data appears in
Figure 3.2.

Check Sheets for Distribution
Another way to record variable data is with a check sheet for distri-
bution.  These show how frequently each measurement occurs.  This
type of study normally has a set time period which should appear
somewhere on the check sheet.  These check sheets contain a grid
with the specific dimensions listed on one axis.  The other axis repre-
sents the frequency of each value.  This check sheet also should
include room for totaling the frequency of each value.  Figure 3.3
shows a sample check sheet for distribution.
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Figure 3.2
Check sheet for measured data

Figure 3.3
Check sheet for distribution

Measurement Log

Part:  Date: Time:  Operator:

Height

Weight

Diameter

Notes:
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Figure 3.4
Defect check sheet

Figure 3.5
Check sheet for causes
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Check Sheets for Defects
Check sheets for defects contain a list of every defect type and space
for tallying their occurrence.  Most include a column for totals and
one for percentages.  This type of check sheet won’t show you when
a defect occurs, but will show you how often it happens.  It also
shows you which defect occurs most often, helping you decide which
one to tackle first.  Figure 3.4 shows a sample check sheet for de-
fects.

Check Sheets for Causes
A check sheet for causes can reveal the relationship between defects
and their causes.  In this case, the check sheet is arranged to show
machines, workers, defects, date and time as shown in Figure 3.5.
These check sheets help you narrow down defect causes by showing
you which defects happen most often, when they were most frequent,
who produced them, and on what machine.

Check Sheets
for Location
When you want to
determine if a defect
consistently occurs in
the same place, use a
check sheet for loca-
tion.  This type of
check sheet features a
sketch of the part, and
users indicate on it
where the defect
appeared on the part.
Figure 3.6 shows an
example of a check
sheet for location.

Figure 3.6
Location check sheet
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Figure 3.7
Final inspection check
sheet

Check Sheets for Final Inspection
Check sheets for final inspection are used to verify if all final quality
checks have been made.  These check sheets usually list product
features and include a place to mark if the product passed or failed
the inspection at that point.  Sometimes called traveling check sheets,
these go with the product at each stage of the final testing.  Figure 3.7
shows a sample check sheet for final inspection.

A final note about check sheets:  Both the accuracy and the consis-
tency of the data depend on each user’s interpretation of defects and
how to record them.  To ensure both, users should receive standard-
ized training on what to look for, what to record, and how to record
it, etc.

As mentioned in Chapter 1, everyone the solution might affect should
be a part of the solution process.  This ensures that the impact on
each department is considered in the final solution.  Involving every-
one also gives you more options, since each person will have his or
her own perspective on the problem.
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4.1 Pareto analysis

4.0 Problem-solving techniques

...when you have eliminated the impossible, whatever
remains, however improbable, must be the truth.

Sherlock Holmes

The first step toward solving a problem is defining it.  This makes the
objective clear for everyone involved so they can focus on finding a
solution.  It also lets you tackle the problem head-on instead of being
sidetracked with its symptoms.

Obviously, you can’t solve a problem if you don’t know what’s
causing it.  So, the second step toward solving a problem is to
determine its cause or causes.

Once you have defined a problem and found its causes, you can work
on correcting it.  It’s important to consider the solution’s impact on
other parts of the process before you adopt it.  Equally important is
how to prevent the problem from happening again.  This is the idea
behind SPC:  preventing problems instead of detecting and solving
them.

There are several tools that make problems easier to define and solve.
This chapter looks at some of these and describes how to use them.

Sometimes the hardest part of solving problems is deciding which one
to tackle first.  Pareto analysis helps you decide.  Pareto is a way to
prioritize problems by looking at their cost and frequency.  It also
helps you determine which causes are the biggest.

Vilfredo Pareto, a 19th Century economist, developed this technique
while studying the distribution of wealth in society.  In his study, he
found that just a few people control the largest share of the wealth,
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with the majority of the people controlling the small amount left.  It is
this idea of “the vital few and the trivial many” that Pareto analysis
is based on.

The idea of “the vital few and the trivial many” applies to industrial
problems as well as it does to economics.  Normally, a few produc-
tion problems cause the most damage and a large number of prob-
lems do the rest.  The goal of Pareto analysis is to clearly identify
which problems could represent the largest potential savings.

Project team members use Pareto to analyze problems and develop a
schedule for attacking them.  They also use it to show how the pro-
cess has improved over time.

Pareto breaks problems into a series of categories, with a common
denominator running through each.  In most cases this denominator is
dollars, since most problems reflect added costs for a company.
However, if costs are about the same for each problem area, you may
want to focus on how often each problem occurs.

The result of
Pareto is a combi-
nation bar chart
and line plot show-
ing which causes
occur most often
and at what cost.
Figure 4.1 shows
the data collected
for a Pareto chart.
Figure 4.2 shows
the Pareto chart
produced from this
data.

# %

Figure 4.1
Data for Pareto analysis

Date:  4/17/10 Number Inspected:  723

Item Cost Defects Defects Total Cost

Air conditioning

Back flasher

Front flasher

Hazard lights

Power locks

Power mirrors

Fr. turn signal

Tailgate

Defogger

Power brakes

Stereo

Power seats

Other

Total

$250.75

112.00

112.00

83.50

143.00

157.75

53.00

300.00

78.95

325.00

200.00

75.00

102.73

127

203

115

92

57

45

126

22

81

18

24

61

187

1,158

10.96

17.53

9.93

7.95

4.92

3.89

10.89

1.90

7.00

1.56

2.07

5.27

16.13

100

$31,845.25

22,736.00

12,880.00

8,602.00

8,151.00

7,098.75

6,678.00

6,600.00

6,394.95

5,850.00

4,800.00

4,575.00

19,210.51

$145,421.46
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To set up a Pareto chart:

Step 1:  Set up categories
The first step in setting up Pareto analysis is to define the categories.
Categories should correspond with potential areas of action, such a
defect type, machine or department.  Grouping by cost or correction
time won’t provide the proper focus.  Operators, since they are clos-
est to process problems, will likely have a good idea of how to group
the data.  In Figure 4.1, the defect type is used to define the catego-
ries.

Six to ten categories are usually enough for Pareto analysis.  Too
few categories probably won’t break the problem into small enough
“bites” to be effective, and too many categories make the study too
broad.  After identifying the major categories, lump the remaining
problems into an “other” category.  “Other” may contain several
categories, some of which may be broken out for detailed analysis
after today’s major problems have been reduced to one of the trivial
ones.

Figure 4.2
Pareto chart
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R

Step 2:  Determine the time frame
After determining the categories, set the time period for your analy-
sis.  Problems occur at varying times, so the time you select should
allow the less frequent ones to occur but should not postpone action
or go too far into past records.  You should set the time frame before
the analysis begins.

Step 3:  Collect the data
Record how frequently a problem occurs during the time period.
Figures 4.1 and 4.2 use data from a two-week period.

Step 4:  Summarize data in tabular form
Set up a table with columns for the category name, how often it
occurred, the estimated cost per defect for each category, and the
total cost for each category.

Enter the category names in the table.  Next, enter the number of
times each category occurred during the study period.

Now, enter the estimated average cost per defect.  This figure should
include indirect costs such as extra handling, storage space, paper-
work, shipping and new packaging.  The cost per defect can be an
estimate.  As long as it is relative to each of the various categories,
the exact cost is not critical.

Finally, multiply how often the problem occurred by the cost per
defect, and enter this figure in the total cost for each category.

Step 5:  Create the chart
Draw a horizontal and a vertical axis.  Divide one axis into segments
for each category, including “other.”  The other axis should be di-
vided into segments based on the common denominator, in this case,
dollars.

Sort the categories by your common denominator, and draw a bar for
each on the chart in this order.  Begin with the most costly problem
and end with “other,” even if other is greater.  The length or height of
the bar should correspond to the denominator value.



Problem-solving techniques    49

Complimentary Zontec eBook  •  www.zontec-spc.com

Brainstorming is a proven technique for solving problems.  It is a
rapid-fire method of coming up with possible solutions without lin-
gering on any of them.  Although individuals can use this technique,
it is more effective when used by a group.  Groups are more effective
because one person’s idea can ignite ideas from other group mem-
bers.

There are five rules for brainstorming:

1.  Set a time limit.
For most problems, a limit of 15 minutes to an hour will be adequate.

2.  Identify the specific target.
The topic does not have to be a problem.  Brainstorming can help
identify solutions, possible causes, inputs or outputs.  Select and
display the topic before the session begins.

3.  Generate as many ideas as possible within the time limit.
The goal of brainstorming is to create as many ideas as possible.
Include any twist to an old idea, as well as any “off the wall” ideas.

4.  Appoint one person as recorder.
Brainstorming is most effective when the ideas are written for the
group to see during the session.  A blackboard or flip chart sheets
hung from walls are good ways to record ideas.  They make it easier
for members to recall previous ideas, and to spin new ideas off old
ones.  All ideas should be recorded, even the silly ones and the minor
changes to old ones.

An SPC software program can make this whole process easy, by
calculating and drawing the graphics for you.

Finally, when using Pareto to decide how to tackle your problems,
keep in mind that it is usually easier to reduce the most frequent
problem than it is to totally eliminate a less common one.  And it will
most likely show more immediate savings.

4.2 Brainstorming
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5.  Avoid evaluation, criticism and all forms of judgment, good or
bad, until the session is over.

Whether ideas are practical or not will be decided later.  Silly ideas
can open new channels of thought, which can lead to a more practical
solution, so they should be encouraged.

Criticism, even a snicker, can discourage people from offering their
ideas and will limit the group’s potential.  This can also happen if
one or two people control the session with their ideas.  You can avoid
this by going around the group and asking each member for an idea.
Although everyone may not have an idea in every go-around, with an
equal chance to participate, the group will come up with more ideas.

If you want to generate additional ideas, give group members a copy
of all the ideas from the brainstorming session so they can add any
new ideas they come up with.  Then arrange a wrap-up session for
members to present any new ideas, or come up with other ones.  The
period between the initial session and the wrap-up can be days or
weeks depending on how critical the problem is.

If the problem is critical, or when you feel there are enough sugges-
tions, it is time to evaluate the merits and feasibility of each idea.  Set
up criteria for accepting or rejecting an idea, and run through the list
discarding those that don’t meet the group’s requirements.  After
narrowing down the list to a few ideas, the group can decide which
course of action to take.

Another diagramming tool that helps a team organize a large amount
of brainstorming information is the affinity diagram.  Affinity dia-
grams group together ideas that have common characteristics.  Post-
it® Notes or index cards are often helpful in organizing these ideas
into meaningful categories.
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4.3 Cause and effect diagrams

After a problem is defined, its causes must be determined.  Cause and
effect diagrams, also known as Ishikawa or fishbone diagrams, show
how to sort out and relate factors affecting quality.  By illustrating
how each cause relates to the effect, this diagram guides problem-
solving efforts to the disease, not the symptom.

Cause-and-effect diagrams break the causes into several categories
and then subdivide these further when they become too complex.
Most major causes can be categorized as:

• Materials
• Equipment
• Workers
• Methods
• Measurement
• Management
• Environment

There are four steps in drawing a cause-and effect diagram:

Step 1. Determine what characteristic you want to improve and
control.

Step 2. Write down this “ef-
fect.”

Put the effect in a box on the
right side of the page and draw a
broad arrow from the left of the
page to this box.  An example of
this appears in Figure 4.4.

Step 3. Write the major categories along the top and bottom of the
arrow.

Allow space between the categories and between the category and the
arrow.  Then box off the categories, and draw an arrow from each to
the main arrow.  Figure 4.5 shows an example of this step.

Figure 4.4
The second step in cause-and-
effect diagramming
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Figure 4.5
The third step in cause-and-
effect diagramming

Step 4. List the factors that may be the causes as branches for
each category.

If one cause can affect more than one category, list it for each.  Any
factors that might contribute to a cause should branch out from that
cause, as shown in Figure 4.6.

As with brainstorming, a group approach is the most effective way to
create a cause-and-effect diagram.  The goal is to identify all of the
causes that relate to the effect, and groups usually come up with
more ideas than individuals do.

After completing the diagram, the group should identify which fac-
tors in each area have the most impact on the effect under study.
Any attempt to improve the effect will probably address one of these
factors.

Figure 4.6
“Branches”
formed from
causes



Problem-solving techniques    53

Complimentary Zontec eBook  •  www.zontec-spc.com

Figure 4.7B
Positive correlation

Figure 4.7A
Setup for a scatter diagram

4.4 Scatter diagrams

Scatter diagrams show if there is a relationship between a cause and
the effects, or between two causes.  They can reveal if an increase in
one variable increases, decreases, or has no effect on the other one.

To draw a scatter diagram:

Step 1.  Collect pairs of data for the variables in the study.

Step 2.  Draw vertical and horizontal axes.
Axes should be roughly the same length.  Add tick marks to repre-
sent the type of data for each variable on its respective axis, as
shown in Figure 4.7A.

Step 3.  Plot the pairs of data on the graph.
For repeated values, make concentric circles around the original
point.

If there is a relationship between the variables, the plots will form a
cigar shape.  The stronger the relationship, the tighter this shape will
be.  The shape of the points shows the type of correlation as shown
in Figure 4.7B - 4.7D.

Figure 4.7B shows a positive correlation.  In this case, increasing
the cause increased the effect.
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4.5 Histograms

Histograms illustrate how often a range of measurements has oc-
curred.  They also show how the data distribution relates to the specs
and if data falls outside the spec limits.  By showing the shape, cen-
tral value, and the method of dispersion of a group of measurements,
histograms can tell us a lot about the behavior of a process.

To set up a histogram:

Step 1.  Collect and record data.
For more information on the type of data to collect and ways to
record it, see Chapter 3.

Step 2.  Determine the minimum and maximum values of the data.
Look for the largest and smallest values.

Step 3.  Determine the number of groups or cells needed.

Figure 4.7C shows a negative correlation; increasing the cause de-
creased the effect.

Figure 4.7D shows no correlation between the two variables.

Figure 4.7D
No correlation

Figure 4.7C
Negative correlation
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A good rule of thumb is to have the number of groups roughly equal
to the square root of the number of observations.

Step 4.  Decide the range of values for each group.
This range must be the same size for all groups, and is easier to work
with if the values are rounded off.  You may want to make the ranges
begin and end with a value that falls halfway between two data val-
ues, so there is no question where the data should fall.

Step 5.  Set the width for the cells.
This is done by dividing the range of the data (maximum-minimum)
by the number of cells.

Step 6.  Draw a table to tally the data.
Each row in the table should reflect a range for the histogram.

Step 7. Tally the
data.
Go through the data
and put a mark in
the appropriate row
for each data point.
Then total up the
number of marks
for each row, as
shown in Figure
4.8.

Figure 4.8
Tally or check sheet for creating a histogram
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Step 8.  Draw the horizontal and vertical axes.
Both should be long enough to include all data points. You may also
want to draw a line for the production target and the upper and lower
spec limits on the histogram.

Step 9.  Draw the bars on the chart.
We determined the width of each bar in Step 5. The height of each
should equal the frequency recorded in the table. Figure 4.9A shows
a complete histogram, drawn from the data tallied above.

How you interpret the chart depends on your objective and the data
distribution. A near normal shape usually means process variation
comes from common causes. A normal distribution is symmetrical,
as shown in Figure 4.9B. This is described further in Chapter 2.

How close the actual distribution is to a normal curve can tell a lot
about a process. Although we can often see if distribution is close to
normal, we can’t always identify the subtle shifts that represent a
process problem. This is especially true when we try to compare
histograms.

To address this, statisticians have developed several methods for
testing the data for normality. Among these are tests for skewness
and kurtosis, and Chi-square tests. With these tests, we can detect
differences in data distributions that have the same mean and the
same standard deviation. This type of analysis can show us if process
improvements are effective.

Figure 4.9B
Histogram with curve showing
a normal distribution

Figure 4.9A
Histogram from the data shown
in Figure 4.8
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Figure 4.10
Illustration of positive and negative skew

The formula for determining the skew factor is:

Σ (y – μ)3

σ4

Where y = the deviation, m = the mean, and σ = the standard devia-
tion.

Along with letting you compare histograms, the skew factor can tell
you if the process has a tendency to lean toward upper or lower
specification limits.

There are also situations where the standard deviation, the mean, and
the skew are the same for two distributions, but one chart has a flat
curve and the other a peaked curve.  The degree of flatness of the
curve is known as the kurtosis.

The following formula is used to determine the degree of kurtosis:

Σ (y – μ)3

σ4
– 3

Skew is the difference between the mean and the mode.  Tests for
skewness measure the symmetry of the curve.  If the skew
factor is zero, there is no skew.  If the skew factor is positive, the
mean is larger than the mode.  With a negative skew, the mode is
larger than the mean.  Figure 4.10 shows curves with positive and
negative skew.
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Figure 4.11
Illustration of Leptokurtic
and Platykurtic curves

Where y = the deviation, μ = the
mean, and σ = the standard
deviation.

If the result of this formula
equals zero, the curve is normal.
If it is greater than zero, the
curve is flatter than the normal
curve or platykurtic. If it is less
than zero, the curve is higher
than the normal curve, or
leptokurtic. Figure 4.11 shows
platykurtic and leptokurtic
curves.

The Chi-square test shows how
well the actual distribution fits
the expected one. These tests are
often used to determine the
likelihood of a distribution.

Most statistical software programs can compute the Chi-square
value.

The formula for Chi-square  (χ2)  is:

χ2 = Σ (f
a
 – f

e
)

f
e

Where  f
a
 =  the actual frequency and  f

e
 =  the estimated or previous

frequency.

The resulting value must be compared to the Chi-square table (Ap-
pendix B) to determine its significance.



Problem-solving techniques    59

Complimentary Zontec eBook  •  www.zontec-spc.com

4.6 Run charts

The run chart (or pre-control chart) provides a way to study the
stability of a process and to detect process trends. The goal of the run
chart is the prevention of non-conforming observations. It is based on
tolerances — not the process variation; therefore great care must be
used regarding how this chart is used and interpreted.

Because it reflects the process over time, run chart data is plotted on
the chart in the order that it was produced. The X-axis of a run chart
is usually a simple count of the data, with the first entry being 1, the
second 2, and so on. The Y-axis shows the value of the data. Figure
4.12 shows a run chart.

All test observations are classified into one of three groups: green,
yellow and red to correspond with good, questionable and poor
quality parts. For this reason, run charts are sometimes referred to as
stoplight control charts. Decisions to stop and adjust the process or
to continue operation are based on the number of green, yellow and
red data points occurring in a small sample.

To initiate the run chart for pre-control, Operators must first produce
five consecutive parts in the green zone. The following rules then
apply:

Figure 4.12
Run chart



60    The Book of Statistical Process Control

Zontec copyrighted material  •  www.zontec-spc.com

• Two data points in the green zone — continue to run the
process

• One data point in the green zone and one data point in the
yellow zone — continue to run the process

• Two yellow points in a row (same zone) — adjust the process

• Two yellow points in a row (opposite zones) — stop the process
and investigate

• One red data point — stop the process and investigate

Each time the process is adjusted, before the sampling can start
again, the process must produce five consecutive parts in the green
zone.

Pre-control should not be used when the process shows a C
p
 or C

pk

greater than one (see Chapter 7.0) or a loss function that is not flat
within the tolerances (see Chapter 1.0).
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5.0 General concepts
of control charting

To improve is to change;
to be perfect is to change often.

Winston Churchill

Control charts provide us with a picture of our process that can be
easily understood.  They are a way to map the process, showing us
when and where variability occurs so we can evaluate and adjust the
process and monitor the results of our adjustments.  They allow us to
see even subtle shifts in the process that we might miss if we just
looked at lists of data.

5.1 The meaning of limits

You’ve heard the quote “nobody notices when things go right.” We
do notice when things go wrong and have learned to respond when
they do.  This is why SPC leads to improvement.  Have you ever
heard of a Compliments Desk in a store?  Probably not.  That’s
because we expect everything to go right and consider “right” to be
the normal state of affairs.

Statistics show us just how good and how bad a process or output
can be and still be “normal.” How we define normal, in this case,
must be based on the actual history of the operation.  If we ask some-
one to define how the operation should work, they will most likely
describe a perfect operation.  However, for an accurate picture of the
actual situation we need to ask how they expect the process to be-
have.

It is easy to predict the operations level with historical data.  If we
measure “enough” parts, we can calculate how much they “typically”
vary from the target.  This typical value, the average, is our predic-
tion for how close future parts will be to their target.  Remember, we
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can’t predict the behavior of the individual parts, but we can predict
the distribution for a group.

In Chapter 1, we looked at variability and how we can’t expect any
group of parts to hit our predicted target exactly.  Because of this,
we develop estimates of how far the parts can be from the prediction
and stilI have variance caused by sampling rather than changes in the
process.  Each sample will have a different average value, but it will
be within these limits.

For example, let’s say I give you a deck of cards.  I tell you that I
may have substituted red cards for none, some, or all of the black
cards in the deck.  You have no idea how many red cards are in the
deck.

If you draw one card and it is red, you have sampled with n = l.
Your statistic, the count of red cards, implies a distribution of 100%
red in the deck.  If a fair deck is 50% red, how much would you be
willing to bet that this is not a fair deck?

You draw another card.  It, too, is red.  Now how much would you
want to bet the deck is fair?  You have more information, but it still
is not quite enough.  You draw 20 cards and all of them are red.  Do
think the deck is half red?  Probably not.  The odds of drawing 20
out of 20 red cards from a fair deck are so small there is not much
risk in saying the deck is not fair.

With 20 cards, you can see that the odds are more than enough to
make a safe bet.  You could, however, make a safe bet with fewer
cards.  If you want to be correct 996 times out of 1,000, how many
red cards must you draw without any black cards appearing?

The answer is eight.  If eight cards of one color appear, there are less
than four chances in 1,000 that the deck is fair.  We have just devel-
oped control limits for betting the deck has not changed with the risk
of error being roughly 0.4%.

Now suppose I hand you a series of card decks. You draw 20 cards
from each and plot the number of red cards. If there are less than
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Figure 5.1
Anatomy of
a control chart

eight red or more than zero red, you call the deck fair.  If the count
exceeds either limit, you’ll say the deck was changed.

Now let’s see how the plot is drawn.  Figure 5.1 shows a portion of a
control chart. The center line is our average value, or prediction for
the most likely outcome.  The upper control limit is the highest num-
ber of red cards we can count and say nothing has changed.  The
lower control limit is the lowest number of red cards we can count
and still say the process hasn’t changed.  We plot the actual counts
on this chart.

To take this idea a step further, let’s call the red cards bad and the
black ones good.  If we sample a series of decks and see no sign that
they are unfair, we won’t change the process.  If we start to produce
decks with more red cards, we should stop the process and find out
why we are getting too many red cards.  Once we know the cause of
the unfair decks, we can change the system to prevent this cause from
recurring.

Now suppose we find eight black cards in a sample from our process.
We conclude our process has changed so that we now produce more
black cards than we did when we set up the limits.  In this case, we
would again stop the process to find the cause of the increase in
black cards.  Since, for this example, it’s better to have more than
50% black cards, we would want to change the process so it consis-
tently produces decks that are more than 50% black.

Once we change the system of producing card decks, our old rules
for testing the decks are outdated.  We must recalculate the new
average number of red cards in the decks.  Then we need to create
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5.2 Two modes of change in a process:
average & dispersion

With the mean and standard deviation, we can completely describe
the normal curve.  To track the process behavior of variable data, we
must monitor both parameters.

We can detect a shift in the process average by a change in the be-
havior of the sample averages.  Likewise, when we watch the action
of one measure of spread, we can detect changes in the spread of our
process.  We use a chart of sample averages, or X-bars to look for

new limits for how many red we will allow before we say the process
has changed to a new level.

Sample averages or ranges reflect any change in the population and
give us a statistical signal similar to getting eight cards of one color.
This signal only tells us that something has changed, not why it
changed.  We have to use our engineering and operating knowledge
to find the cause or causes and act on them.

If there aren’t any statistical signals from the process, we say the
process is in a state of statistical control.  This means there are no
signs of change in the process.  It doesn’t mean we are happy with it,
just that it is stable and unchanging.

If a change is signaled, and we have evidence that the process has
changed, we say the process is “out of control.” Out-of-control in the
statistical sense can be a good thing.  If the process is never out of
statistical control, there will never be a reason to make changes in it,
and your quality and productivity won’t change.  If we remove the
causes of undesirable changes and maintain the causes of good ones,
our quality, productivity, and costs will improve.

Statistical control is the first step toward achieving the desired oper-
ating level.  After all, if you can’t ask an operator to make exactly
15% bad parts every day, how can you ask him or her to make ex-
actly 0% or even 1%?
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Figure 5.2
X-bar chart showing fewer red cards (a shift in the process)

changes in the process average.  We take readings for a sample, and
plot their average.  Any unusual activity in these averages shows
changes in the average value for the process.  Figure 5.2 shows an X-
bar chart of our card samples.

Plotting the range is the most common way to monitor for changes in
the process dispersion.  We plot the the difference between high and
low readings for a sample.  Abnormal behavior in these samples
points to changes in the process variability.  Figure 5.3 shows a
range chart of our card samples.

Figure 5.3
R chart showing a shift toward less variance within the
number of red cards drawn within each sample

5.3 Prediction: the key to timely detection of changes

If our study shows an out-of-control condition, we can detect when
the process or parts differ from our prediction.  The key to detecting
these changes quickly is the ability to predict.  If we monitor the
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process, but don’t report what has occurred until the end of the
month, we would simply have historical information.  There would
be no way to change the process operations for that month.

However, if we predict the level and variability we expect to see in a
process, we can compare the process to this prediction regularly.  As
soon as we find a deviation from the prediction, we can begin to
make corrections.

How do we make our predictions with enough confidence that we can
act when a change is signaled?  In Chapter 2, we discussed using the
average deviation from the target value to predict the normal error in
parts.  We said that with “enough” samples averaged together we
could have confidence in our expected value.  How many samples are
enough?

Twenty to 25 samples are enough for most purposes.  After collect-
ing the samples, calculate their averages and ranges, and control
limits.  These control limits will apply to this data.  If there aren’t
signs of out-of-control behavior, we have enough proof that our
prediction about the next sample group is as accurate as we can
expect it to be.

Figure 5.4
Stable and unstable processes
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If you look at Figure 5.4, you’ll see the upper diagram shows a stable
process.  A stable process is one that has very similar distributions
over time.  With this pattern, we have no problem predicting the
shape of the distribution for the next sample.  If the process is un-
stable, as shown in the lower diagram, we are unable to make any
prediction about the next sample.

5.4 Variation within and between samples

With variable data, we can use the variability between each reading
within a sample to make predictions and the variability between
samples to find problems.

The variability between each reading gives us a better idea of how
much the sample averages will vary than if we just looked at the
sample averages.  This extra evidence provides us with a more com-
plete picture of process variability.

In the section on sampling in Chapter 3, we talked about taking
readings for a sample from consecutive parts.  When we do this, we
create a “snapshot” of that time in the process.  If we compare these
snapshots we can determine if the variation is a normal part of the
process or not.  Variation we find between these snapshots has a
special cause, and we’ll want to remove it from our production pro-
cess.

As we design our control system, this information helps us determine
which sources of variation are a normal part of our process, and
which are not.  For example, suppose your process has two machines
run by one person.  If you consider the variability between the ma-
chines to be part of the process, include readings from both machines
in each sample.  If you think the variability is behaving differently,
each sample should have readings from one machine or the other.
This will tell you if there is more variability from the two machines
than you predicted for one machine.



68    The Book of Statistical Process Control

Zontec copyrighted material  •  www.zontec-spc.com

5.5 Trial limits, control limits and recalculation points

When you begin a control chart, there is no way to be sure the origi-
nal data didn’t have any special cause variation.  Because of this, we
consider the first set of control limits to be trial limits.  We test trial
limits for a time to see if they actually are right for our process.

For some of our tests we’ll find the trial data shows a lack of control,
but by the time we finish testing the limits we’ve lost the ability to
trace the problem.  Throwing out the trial data would change our
predictions of what to expect in the future.  We must therefore keep
the data as a historical record of the process.

We use statistics to describe, without bias, what we expect the pro-
cess to produce.  We base these expectations on historical informa-
tion.  There will be times that the process changes so the conditions
under which the limits were calculated no longer exist.  When this
happens we can’t use the same limits to make predictions and should
set new ones.  If the change was not deliberate, we need to make sure
the process really is different before we set new limits.

5.6 The concept of continuous improvement

It’s hard to tell if our process is getting better when we only measure
bad parts.  If we measure both good and bad parts, control charts
give us a statistical signal when any change occurs in the process.
Whenever the charts signal a process change, the person responsible
for the process must decide if the change was good or bad.  Control
charts make it possible to notice when things go right as well as
wrong.

By now you recognize that the more we reduce process variability the
more sure we can be of our predictions.  Reducing variability also
makes it easier to detect smaller changes in the process.  If we react
to these, we have better control of the output and a better product.
The level of product quality will also be more consistent.
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When you reduce the variability and center the process around a
target value, there is a greater chance that the customer will receive a
product that’s on target.  As the product improves, customer satis-
faction increases, which then increases business, etc.

We can set our statistical trap for process changes and sit by waiting
to see what falls in.  Or we can try to improve the process without
prompting.  Once we define how the process behaves we won’t
worry so much about making changes that might upset the apple
cart.  With quick feedback to signal good and bad results, we can try
new ideas, and immediately reverse any that don’t work.

Continuous improvement is a never ending cycle of process improve-
ment as shown in Figure 5.5. We must continue to improve our
process to improve our product and remain competitive.

Figure 5.5
Flow chart
showing the
continuous
improvement cycle
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6.0 Control charts for variable data

Quality is never an accident; it is always
the result of intelligent effort.

John Ruskin

6.1 X-bar & R charts

In the last chapter we looked at concepts of control charting.  In this
chapter we’ll look at how to create control charts for variable data.

As discussed in Chapter 3, variable data comes from measurements
such as length, weight, depth, diameter, temperature, or time.  Vari-
able data can be whole numbers or fractions.  This type of data
reveals a lot of information with just a few readings.  It not only
shows if a reading is too big or too small, but also shows by how
much.

The X-bar & R charts, described in Chapter 5, are the most common
charts used for studying variable data.

To create X-bar & R charts:

Step 1.  Collect and record the data.
Include the date, the operation or process involved, the sample size,
and how often samples are taken.  Chapter 3 has more information on
collecting and recording data, and on creating check sheets.  Although
you can draw a control chart on graph paper, you may want to create
a form that shows the data or a summary of each sample as well as
the charts.  If you design a form, leave a space for notes which should
be written directly on the chart for quick reference.  A sample of this
type of form is shown in Figure 6.1. The back of this sample has a
worksheet area for calculating the limits.

If you want to know when variation occurs, you must record and then
plot data in the order you collected it.
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Figure 6.1
X-bar & R chart form

n =    _______    A
2
 =    _______    D

3
 =    _______    D

4
 =    _______

b  =                                 =                                    =   ________Sum of ranges

UCL
R
 =             b     ×         D

4

 __________  ×  _________ =  _______

LCL
R
 =             b     ×         D

3

No. of ranges

 __________  ×  _________ =  _______

e =                                =   ___________Sum of `_

  No. of `

UCL
X
 =      e         +    (      A

2
      ×        b )

 _________  +  ________  ×  ________ =

 _________  +  ________                        =  ________

UCL
X
 =      e         –    (      A

2
      ×        b )

 _________  –  ________  ×  ________ =

 _________  –  ________                        =  ________
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Step 2. Draw two charts, one for average data and one for range
data.

Draw a separate Y axis for each chart, so that the scales can differ.
The X-axis is the same for both charts.

Step 3: Calculate average and range for each sample.
To calculate the sample average or X-bar, add the readings in the
sample together and divide this total by the number of readings.  For
example:

1.56 + 1.47 +1.62 + 1.42 = 6.07

6.07 / 4 = 1.52

To calculate the sample range, find the sample’s largest and smallest
readings. Subtract the smallest reading from the largest. Remember, if
a value is negative, it becomes a positive value when subtracted. For
example:

1.62 – 1.42 = 0.20  or  1.62 –  (–1.42 ) = 3.04.

Figure 6.2 shows a form with the readings taken, average and range
calculated, and the data plotted.

Figure 6.2
X-bar & R chart
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Step 4.  Calculate trial control limits for the range chart.
Calculate trial limits from the first 20 to 25 samples. Then, compare
these to your sample values to determine statistical control.  Al-
though it is possible to set control limits with fewer samples, it is
better to use at least 20.  Control limits based on fewer samples are
often less reliable.

Step 4a. To calculate the limits for the range chart, we must first
calculate the average range.

We do this by adding all the range values together and dividing this
total by the number of samples.  For example:

0.02 + 0.05 + 1.0 + 0.04 + 0.08 = 1.19

1.19 / 5 = 0.24

The average range is symbolized as R-bar (b), and it forms the
center line (C

R
) of the range chart.

Step 4b. After finding the average of the range, calculate the
upper and lower control limits.

The formulas used for control limits include a factor that simplifies
the calculations. These factors, as Table 6.1 shows, are based on the
size of the sample n.  (An expanded version of this table appears in
Appendix C).

For the range’s upper control limit (UCL
R
), we use the D

4 
factor. The

UCL
R
 formula is:

UCL
R
 =  D

4
 ∗ b

Table 6.1
Control limits factors

n A
2

D
3

D
4

d
2

2 088.1 — 762.3 821.1

3 320.1 — 575.2 396.1

4 927.0 — 282.2 950.2
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Table 6.2

For example, a chart with the sample size of three, and range values
of 0.27, 0.54, 0.89, 0.31, 0.63, 0.98, and 0.12 would have an aver-
age range of 0.53. The UCL

R
  would be 2.575 ∗  0.53 or 1.364.

The lower control limit (LCL
R
) uses the D

3
 factor for which there is

no value if the sample size is six or less.  In these cases the LCL
R
 is

always zero, since range can’t be less than zero.

The formula for LCL
R
 is:

LCL
R
 =  D

3
 ∗  b

For example, using the data from the example above, we find the
LCL

R
 = 0.

Or, if we base our limits on the 20 samples shown in Table 6.2:

The b for these samples  =  0.3 + 0.3 + 0.29 + 0.65 + 0.5 + 0.3 +
0.3 + 0.79 + 0.39 + 0.35 + 0.3 + 0.3 + 0.54 + 0.23 + 0.3 + 0.53 +
0.79 + 0.74 + 0.39 + 0.2 = 8.49 / 20 = 0.4245.

The UCL
R
 = D

4
 ×  b= 2.575 ∗  0.4245 = 1.093, and the LCL

R
  =

D
3
  ∗  b = 0 ∗  0.4245 = 0.00.

Obs.

Sample

Obs.

Sample

1 2 3 4 5 6 7 8 9 01

1 51.2 48.2 47.2 94.2 05.2 51.2 48.2 51.2 48.2 22.2

2 81.2 16.2 54.2 89.2 53.2 81.2 16.2 85.2 54.2 75.2

3 54.2 45.2 56.2 33.2 58.2 54.2 45.2 49.2 45.2 45.2

egnaR 3.0 3.0 92.0 56.0 5.0 3.0 3.0 97.0 93.0 53.0

11 21 31 41 51 61 71 81 91 02

1 51.2 48.2 75.2 45.2 48.2 56.2 51.2 36.2 48.2 75.2

2 81.2 16.2 53.2 53.2 16.2 21.2 85.2 58.2 54.2 57.2

3 54.2 45.2 98.2 85.2 45.2 54.2 49.2 11.2 45.2 77.2

egnaR 3.0 3.0 45.0 32.0 3.0 35.0 97.0 47.0 93.0 2.0
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Figure 6.3 shows an R-chart of this data.

Step 5. We need to set the chart’s scale before we draw the control
limits on the R-chart.

A good rule of thumb is to set a scale for the R-chart so the upper
control limit is about two-thirds of the height of the chart. Keep in
mind this is only an approximate scale and you may need to adjust it
to accommodate some data.  One way to estimate scale is by dividing
the UCL

R
 by 2 and adding that value to the UCL or subtracting it

from the LCL.  For example:

1.093 / 2 =  0.5465 + 1.093 = 1.6395

The minimum scale value for range can’t be less than zero.

Step 6. Draw the control limits and plot the range points on the
range chart.

If any points are out of control, check the data to see if they are
reasonable and check the calculations for accuracy.

Step 7. Trial control limits for the X-bar chart.
We use the R-bar value to calculate these limits, so it’s a good idea
to confirm this value before moving to the X-bar chart.

Step 7a. The center line value is the average of the sample
averages.

We find this by adding all the sample averages together and dividing
this total by the number of samples.  For example:

Figure 6.3
R-chart created from our 20 samples.
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1.57 + 1.62 + 1.38 + 1.74 = 6.31 / 4 = 1.578

This value is called an Xdouble-bar and is symbolized as e.

Step 7b. Find the upper control limit for the X-bar chart.
We use the A

2
 factor from the table of factors and the R-bar value to

find the upper control limit for the X-bar chart (UCL
x
).  The UCL

x

formula is:

UCL
x
 =  e + (A

2
 ∗ b)

For example, a chart with the sample size of three, an R-bar of 0.53,
and X-bar value of 1.25, 1.34, 1.11, 1.48, and 1.02 would have a
Xdouble-bar of 1.24. The UCL

X
 would be:

(1.023 ∗ 0.53) + 1.24 =  0.542 + 1.24  = 1.782

Step 7c. Find the X-bar chart’s lower control limit.
For the X-bar chart’s lower control limit (LCL

X
) we again use the A

2

factor.  This formula is:

LCL
X
 = &e  –  (A

2
 ∗  b)

If we use the data from the example above, the LCL
X
  is:

1.24 – (1.023 ∗ 0.53) = 1.24 – 0.542  =  0.698

Step 8.  Before we draw the control limits on the X-bar chart, we
need to set its scale.

In this case we try to make the area within the upper and lower limits
about one half of the total chart.  One way to estimate the scale for
the X-bar chart is to subtract the lower control limit from the upper
control limit and divide this value by two.  For the maximum scale,
add this value to the UCL

X
.  For the minimum scale, subtract this

value from the LCL
X
.  For example if the UCL

X
 is 2.967 and the

LCL
X
 is 2.082, you calculate the scale as:

2.967 – 2.082 = 0.885 / 2 = 0.4425
2.967 + 0.4425 = 3.4095 (maximum scale value)
2.082 – 0.4425 = 1.6395 (minimum scale value)
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Table 6.3

If we use the 20 samples from Table 6.2 for our X-bar chart, we
would have the sample averages shown in Table 6.3.

The Xdouble bar is 2.536. The upper control limit is:

2.536 + (1.023 ∗ 0.4245) =  2.536 + 0.4343 = 2.9703

The lower control limit is:

2.536 – 0.4343 = 2.102

The scale would be 3.404 – 1.668. Figure 6.3 shows an X-bar chart
of this data.

Step 9. Draw control limits and plot sample averages on the X-bar
chart.

Again, if any points fall outside the control limits, check the data and
calculations.

We base our predictions of how a process will behave in the future
on how it behaved in the past.  Control limits show us the past oper-
ating range, and we extend them to show the course we predict the
process will take.  When designing a control chart, draw the control

Figure 6.3
X-bar chart of
the 20 samples

.sbO 1 2 3 4 5 6 7 8 9 01

.gvA 62.2 366.2 316.2 6.2 765.2 62.2 366.2 755.2 16.2 344.2

.sbO 11 21 31 41 51 61 71 81 91 02

.gvA 62.2 366.2 306.2 94.2 366.2 704.2 755.2 35.2 16.2 796.2
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limits well past the samples you’ve based them on.  It is also a good
idea to vary or highlight the lines so you can easily tell the difference
between the calculated and projected control limits.

Extending the limits for future data before we plot new data allows
us to compare the current process conditions to those of the past.
Since limits are a prediction of the process, a point that falls outside
the limit on either chart tells us there is a change in the process.

Investigate any points that fall outside the limits as they may indicate
a problem. If there is a problem, you’ll want to find the cause, take
steps to correct it and to prevent its recurrence. You also will want to
find the cause of change that improves the process, so you can make
it a part of normal process operations.

Calculate new control limits only when there is a change in the
process as shown by samples that fall out of the control limits.
Calculating control limits without a change in the process leads to
“floating” limits. Floating limits change gradually over time, but
don’t signal a change in the process.  Figure 6.4A shows an X-bar
chart with floating control limits.  Figure 6.4B shows an X-bar chart
with control limits that shifted after the process changed.

Figure 6.4B
Correct:
Control limits should
only shift after the
process has
changed.

Figure 6.4A
Incorrect:
Floating control limits
shift without a
change in the
process.
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Note that specification limits aren’t used on an X-bar chart.  This is
because the high and low readings could be out of specification
limits, yet have an average falling within the control limits.  A pro-
cess that is in control is not necessarily in spec.

SPC software packages let you create control charts easily.  These
programs compute the range, average, control limits, chart scale,
draw both the X-bar and the R charts from the data you enter, and
flag out of control points as they occur.

6.2 Median charts

Some people prefer to use median as the measure of central tendency.
Since they don’t require calculations, they are easier to find than
averages.  For a median chart, just plot each reading and circle the
one in the center. In addition, because these charts use individual
readings, you can use spec limits. If you use median charts, be aware
that they tend to have about 25% more statistical variance than aver-
ages do.

Figure 6.5
A median and range chart form
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As with the X-bar chart, pair the median chart with a range chart for
a complete picture of the process.  The layout of the median and R
chart is the same as the X-bar & R chart.  Draw these charts on
graph paper or on a special form as shown in Figure 6.5.

A tilde (~) is used to symbolize median.  h is the median of the
range and c is the median of the readings.  d is the median of the
medians.

For this R chart, we calculate the sample ranges the same way we did
before.  In fact, the only difference in the range charts is that these
limits use the median of the sample ranges instead of the average.  To
find the median of the ranges, sort all the range values from highest
to lowest.  The median is the value that falls in the middle.  If you
have an even number, add the two middle ranges and take their aver-
age.  For example, if you have four sample ranges, 7, 5, 4, 2, you
would have a median range of 4.5.

The upper and lower control limits use the same formulas as the
sample ranges, except they use the median range instead of the aver-
age range.

UCL
R
 = D

4 
∗ h

LCL
R
 = D

3
 ∗ h

For our sample, the UCL
R 

= 2.282 ∗ 4.5 = 12.69.  The LCL
R
 = 0 as

the sample size was four, and there is no d
3
 value for that sample

size.  A sample of the factors table can be found in Table 6.4 and a
complete table of the factors can be found in Appendix C.

For the median chart, we plot
every reading on the chart in-
stead of computing the average
of each sample.  Then we circle
the point that falls in the middle
of that sample.  Again, when
there is an even number of
points, add the middle two val-
ues and take the average.  For

Table 6.4

n A
5

D
3

D
4

2 088.1 — 762.3

3 320.1 — 575.2

4 927.0 — 282.2
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Figure 6.6
M&R chart
of the 20
samples

Table 6.5

example, we’d plot each of the readings in our sample 1, 5, 6, 9, and
circle the median of 5 + 6 / 2 =  5.5.

Use the first 20 to 25 samples to calculate trial control limits.  The
center limit equals the median of the medians.  You will need the
median of the ranges to find the control limits for the median chart.

The formula for the upper and lower control limits are:

UCL
c

 = X + (A
2 
∗ b)

LCL
c

 = X – (A
2
 ∗ b)

For our 20 samples, we would have the median values shown in
Table 6.5.

elpmaS 1 2 3 4 5 6 7 8 9 01

.deM 81.2 16.2 56.2 94.2 5.2 81.2 16.2 85.2 45.2 45.2

egnaR 3.0 3.0 92.0 56.0 5.0 3.0 3.0 97.0 93.0 53.0

elpmaS 11 21 31 41 51 61 71 81 91 02

.deM 81.2 16.2 75.2 45.2 16.2 54.2 85.2 36.2 45.2 57.2

egnaR 3.0 3.0 45.0 32.0 3.0 35.0 97.0 47.0 93.0 2.0
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You may want to pair an X-bar with an s chart (sigma chart) instead
of a range chart.  This is especially true if you use large sample sizes,
because a range’s accuracy decreases as the sample size increases.
The s chart uses standard deviation to determine the spread of a
sample.  Unlike range, which we base on the extreme values, stan-
dard deviation reflects all the readings in a sample.  However,
standard deviation is harder to calculate.

For this chart we use a small ‘s’ to represent the standard deviation
of a sample.  The Greek letter sigma (σ) represents the standard
deviation for an entire population.  An s chart provides a magnified
image of a σ chart, but don’t plot one for the other; they aren’t
interchangeable.  We use an s-bar (a)  to symbolize the average of
the standard deviations.

To create an s chart, first find the standard deviation of the samples.
The formula for an s chart is:

where, X
I
, X

2
, etc. =  individual readings, `ë= the average of all the

readings in the sample, n = the total number of readings.  For ex-
ample, the standard deviation for 3, 5, 7, 8, 4, 2, 4, 1, 2 is:

6.3 s charts

The median range is 0.325. The UCL
R
 = 2.575 ∗ 0.325 =.8369 and

the LCL
R
 =  0. The d is 2.555. The UCL

X
 = 2.555 + (1.265 ∗

0.325) = 2.9661 and the LCL
X
 = 2.555 – 0.4111 = 2.1439. Figure

6.6 shows the median & R chart created from this data.

Set the scale for these charts as you would for the X-bar.  For our 20
samples, the R chart scale is 1.255 – 0 and the median chart scale is
3.38 – 1.73.

s =
(X

1
 – `)2 + (X

2
 – `)2 + (X

3
 – `)2...(X

n
 – `)2

n – 1√
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We would then plot the 2.345 on the s chart. To find the control
limits for the s chart, we need the average of the standard devia-
tions. For this we add the standard deviation of each sample and
divide the total by the number of samples used. The formula is:

where s
1
, s

2
, etc. = the sample standard deviations and r = the

number of samples used.

îa=
s

1
 + s

2
 + s

3
 . . . s

#

r

Use the s-bar value for the center
limit. To calculate the upper and
lower control limits we use B
factors. A sample of B factors
appears in Table 6.6, with a
more complete listing in Appen-
dix C.

The formulas for the s chart
control limits are:

`  = 3 + 5 + 7 + 8 + 4 + 2 + 4 + 1 + 2 = 36 / 9 = 4

1 + 1 + 9 + 16 + 0 + 4 + 0 + 9 + 4

s =

(3 - 4)2 + (5 - 4)2 + (7 - 4)2 + (8 - 4)2 +
(4 - 4)2 + (2 - 4)2 + (4 - 4)2 + (1 - 4)2 + (2 - 4)2

9 – 1
=

8√(-1)2 + (1)2 + (3)2 + (4)2 + (0)2 + (-2)2 + (0)2 + (-3)2 + (-2)2

=

8√ = √44 / 8  =

√5.5  = 2.345

√

Table 6.6

n A
5

B
3

B
4

2 956.2 — 762.3

3 459.1 — 865.2

4 826.1 — 662.2
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UCL
s
 = B

4
 ∗ a

LCL
s
 = B

3
 ∗ a

The control limits for the X-bar chart use the s-bar value instead of
the R-bar.  The formulas for the X-bar chart are:

UCL
x
 = e + A

3
 ∗ a

LCL
x
 = e – A

3
 ∗ a

We can create an s chart from the same data used for the X-bar,
median, and R charts. With the 20 samples shown in Table 6.7, we
would have the following limits for the s chart:  center line = 0.222,
UCL

S
 = 2.568 ∗ 0.222 = 0.570, and LCL

S
 = 0. And for the X-bar

chart our limits are:  center line = 2.536, UCL
S
 = 2.536 + (1.954 ∗

0.222) = 2.536 + 0.4338 = 2.970 and LCL
S 
= 2.536 – 0.4338 =

2.102.

The X-bar and s charts from this data appear in Figure 6.7.

We’ve looked at ways to study the variation in samples from a
universe, which in this case is our process. For some processes,
however, we’ll want to know the standard deviation of the entire
universe. Knowing this helps us judge the on-going quality of long-
term and continuous processes.

Table 6.7

elpmaS 1 2 3 4 5 6 7 8 9 01

.gvA 62.2 366.2 316.2 6.2 765.2 62.2 366.2 755.2 16.2 344.2

s 71.0 61.0 51.0 43.0 62.0 71.0 61.0 4.0 2.0 91.0

elpmaS 11 21 31 41 51 61 71 81 91 02

.gvA 62.2 366.2 306.2 94.2 366.2 704.2 755.2 35.2 16.2 796.2

s 71.0 61.0 72.0 21.0 61.0 72.0 4.0 83.0 2.0 11.0
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Figure 6.7
X-bar & s chart

Both the b and the alead us to estimates of the standard deviation
of the universe (σ).  In a normal distribution these sample averages
have a direct relationship to σ.  However, both fall slightly under the
estimated σ. There are formulas for estimating σ from either the R or
s values for greater accuracy.

We compute σ from the b value with the following formula:

σ = b / d
2

Using the R value from our 20 samples, the σ = 0.4245 / 1.693 =
0.2507.

To compute σ  from the avalue, use the following formula:

σ = a/  c
4

Using the
 
avalue from the 20 samples,

the σ = 0.222 / 0.886 = 0.1967. A
sample of the d

2
 and c

4

factors are shown in Table 6.8
with a full table in Appendix C.

6.4  Using sample variation
to determine process variation

Table 6.8

n d
2

c
4

2 821.1 897.0

3 396.1 688.0

4 950.2 129.0
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7.1 Natural tolerance vs. engineering tolerance

7.0  Process capability studies

I know of no way of judging the future
but by the past.

Patrick Henry

In Chapter 6 we based the control limits for our charts on the perfor-
mance of the process rather than process specs.  The main reason for
this is specs apply to individual measurements, while the charts
signal changes in statistics. A control chart sample may be within
spec limits, yet have a reading outside these boundaries.

Using specs on a control chart also discourages improvement beyond
the spec range.  Once we’ve met the required specs, we have no
reason to continue improving our process. We forget specs are artifi-
cial or negotiated numbers, so we don’t see that the process can
improve.

Specs provide us with a guide to the customer’s requirements, in the
form of a tolerance range.  They are the engineering tolerance of a
measurement.  While they are sometimes based on specific product or
process needs, it is just as likely that they are arbitrary. They can tell
us if our final output is acceptable, but they can’t tell us what the
process is actually producing.

Instead of using specs, we use information from the control chart to
find the natural operating range of the process.  We call this the
natural tolerance of the process. When the process distribution is
normal, or nearly so, these tolerances fall three standard deviations
on either side of the process average.

Natural tolerances form the area where we expect the process to
produce 99.73% of its output. Figure 7.1 shows how engineering
tolerances can differ from natural tolerances.
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To find the natural tolerances of a process, we need to know its
standard deviation. As discussed in Chapter 6, the standard deviation
of the process (σ) has a direct relationship to the bor a.  If we use
range, we use b / d

2
 to estimate σ.  To estimate σ from s, we use a /

c
4
.  The d

2
 and c

4 
factors are found in Appendix C.

The natural tolerances are three standard deviations from the average
or e ± 3σ.

If we use the 20 samples from the X-bar & R chart we created in
Chapter 6, the  σ = 0.4245 / 1.693  = 0.2507. Since the X-bar =
2.536 and 3σ  =  0.7521, the natural tolerance range  = 3.2881 –
1.7839.

For these formulas, the distribution of individual measurements needs
a normal distribution or one close to it.  One way to see if the distri-
bution is normal is to create a histogram of the data.  How is the data
distributed?  Does it have a normal curve?  If the distribution isn’t
normal, and we try to apply the natural tolerances, the tolerance
range won’t show us where 99.73% of the values will fall.

Figure 7.1
Engineering tolerances
and natural tolerances
aren’t the same.

7.2 Calculating the percent out of spec

After we find the natural tolerance, we can use the estimated σ and
e to estimate how much of our product falls outside the spec limits.
We begin by  calculating how far the spec limits are from the process
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Table 7.1

average.  The formula is:

(USL – e) / σ   and  (LSL – e) / σ

The results of these calculations are known as Z scores, which we
use with the Normal Table.  The values in this table tell us what
percent of our product is out of spec.  Table 7.1 shows a sample of
this table, with a complete table found in Appendix D.

If the specs for our 20 samples are 2.55 + 0.75, our Z scores would be:

Upper Z score =
(3.3 – 2.536) /0.2507 = 3.0475

Lower Z score =
(1.8 – 2.536) /0.2507 =

–2.9358

The chart value for 3.05 is
0.00114, which is 0.114% out
of spec.  The value for -2.94 is
0.0016, or 0.16% out of spec.
Figure 7.2 shows this calculation.

Figure 7.2
Out-of-spec percentages for our
20 samples

7.3 Impact of non-normal distributions

The Normal Table gives us percentages for distributions that are
normal or nearly normal. If we assume a process is normal and it
isn’t, we’ll get invalid data from the table. Figure 7.3 shows the
actual and assumed distributions of a non-normal process. In this

Z 90. 80. 70. 60. 50. 40. 30. 20. 10. 00. Z

1.3- 17000. 47000. 67000. 97000. 28000. 5800. 78000. 09000. 49000. 79000. 1.3

0.3- 00100. 40100. 70100. 11100. 41100. 81100. 22100. 62100. 13100. 53100. 0.3

9.2- 4100. 4100. 5100. 510. 6100. 6100. 7100. 7100. 8100. 9100. 9.2
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where ET = the engineering tolerance or specs, and  NT = the natural
tolerance.

Using our earlier sample:

case, assuming the process is
normal means we assume all of
our product is in spec. In fact,
about a third of our product is
out of spec.

Assuming our process is normal
may cause us to adjust the pro-
cess incorrectly. We can avoid
this by constructing a histogram
to check the distribution before
we attempt a capability study.

7.4 Common capability and performance indexes

Figure 7.3
Two distributions with the same
standard deviation. Note the per-
cent out of spec is based on the
assumption of normality.

Comparing a set of specs to the natural tolerance of our process
shows us how well an in-control process meets the requirements. The
C

p
 and C

pk
 are capability indices which make this comparison easy.

Both indices are ratios of the natural tolerance to the specs.  The
simplest of these is the C

p
 index.

The C
p
 index is the capability of the process.  It refers to how well

the process can satisfy the specs.  It is the range of the specs divided
by the six sigma spread or the natural tolerance (± 3σ).

The formula is:

C
p
 =

ET

NT
 =

USL – LSL

       6σ

C
p
 =  = 0.9972

3.3  –  1.8

  6 (.2506)
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For our example:

The C
pk

 is 0.97859, because that is the minimum value.

Because C
pk

 is the limit closest to the average, it gives us the worst
end of the process.  If its value is greater than one, everything is
within spec limits.  If it’s between zero and one, some parts are out of
spec.  If it’s negative, the process average is out of spec.

The C
pk

 tells us how centered the process is, but it doesn’t show us
how the process will improve if it becomes more centered.  To under-
stand what the process is doing and what it can do, we need both the

If we have a C
p
 index of one, the natural tolerance is the same width

as the specs. A C
p
 index of two means the process is capable of

producing parts with half the variability allowed by the specs.  If the
C

p
 is 0.5, the process has twice the variability needed to produce

parts in spec.  The larger the C
p
 value, the better the capability.

This index compares the spread of the specs to that of the natural
tolerance.  However, it doesn’t tell us how centered the process is.
C

p
 remains the same, regardless of the center line’s location or how

much product is out of spec.  It only responds to changes in the
process variability.

Process centering is also important, since a poorly centered process
makes more out of spec parts than a well centered one.  We use the
C

pk
 index to measure process centering.  This index is the range from

the process average to the nearest spec limit divided by half the
natural tolerance.  Its formula is:

C
pk

 = minimum of
USL – e

 3σ
or

e –  LSL

 3σ

Upper =
3.3 – 2.536

3 (0.2507)
= 1.0158

Lower =
2.536 – 1.8

3 (0.2507)
= 0.97859
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Figure 7.4
With Cp and Cpk almost
equal, the process is nearly
centered.

C
p
 and C

pk
 indices. The C

p
 tells us if the process could fit the toler-

ances, and the C
pk

 tells us if it does. If both indices are the same, the
process is completely centered. Also, the C

pk
 will never be greater

than the C
p
.

Figure 7.4 shows the capability chart for our 20 samples. Here the C
p

and C
pk

 values are nearly equal, and the process is nearly centered.

Comparing the capability data to the histogram gives us a better sense
of what our process can do.  Both studies estimate sigma for the
population.  Sometimes these agree and sometimes they don’t.  A
process in statistical control with a nearly normal distribution will
have similar sigma values for both.  If the data is non-normal, skewed
or out of control, the sigma values will be very different.

Don’t be in a hurry to obtain a capability index.  Many people err in
basing a capability index from control chart information before they
find out if the process is stable.  Capability represents the fit between
the expected future production and the specs.  If we can’t predict the
process behavior, the capability means nothing.

We have just seen how the process capability index measures capabil-
ity for an in-control process.  Similarly, process performance indices
calculate the performance for processes that may or may not be in
statistical control at any point in time.  The performance index de-
scribes the distribution of product that was actually manufactured and
shipped to customers.  However, since the process is not necessarily
in control, there is no assurance that future production will follow the
same distribution.
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Performance indices are calculated the same way as capability indices
except that the overall standard deviation for the time period, s, is
used instead of the short-term standard deviation, σ:

P
pk

 =  the minimum of or

where X
i
 is an individual reading, ̀  is the average of the individual

readings and n = the total number of all readings.

P
p
 is the performance index for process variation due just to common

causes.  It is expressed as:

USL – LSL
6σ

s

P
p
 =

P
pk

 is the performance index for process variation and process
centering due to common and special causes.  The formula is:

Both P
p
 and P

pk
 should only be used to check against C

p
 and C

pk 
and

to measure and prioritize improvement over time.

USL – `
3σ

s

` – LSL
3σ

s

√ Σ (x
i 
– `)2

n – 1
σ

s
 =

n

i = 1

7.5 Six-Sigma Quality

By the late 1970’s, the West received a startling “wake-up call” for its
complacent attitude toward quality. The quality improvement tech-
niques that the U.S. so successfully exported to countries like Japan,
Korea and Singapore began to manifest themselves in the form of in-
tense economic competition and superior products.

Technology giant Motorola responded with a top-to-bottom analysis
of its business operations. The company adopted a rigorous set of pro-
cesses known as Six Sigma that strives for zero-defects performance to
ensure total customer satisfaction. Companies such as GE, Boeing,
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Table 7.2
Comparing average processes to
best-in-class processes

amgiS dleiY%
noilliMrepstcefeD

seitinutroppO
)OMPD(

1 58.03 005,196

2 51.96 005,803

3 23.39 008,66

4 83.99 002,6

5 779.99 032

6 66999.99 4.3

Kodak and Sony have saved
millions of dollars using Six
Sigma techniques.

In simplest terms, Six Sigma is
a business strategy that applies
vast amounts of data and facts
into better solutions for run-
ning the business. Motorola’s
assumption was that average
processes operate at a three
sigma level. In contrast, best-
in-class processes perform at
six sigma (see Table 7.2). The
very disciplined Six Sigma
approach requires that compa-

nies follow a road map in which it defines defects, measures processes,
analyzes process capability and improves them from the shop floor to
the back office.

Six Sigma is a massive undertaking that involves radical innovation
and change in organizational culture, and requires corporate endorse-
ment and financial backing. It relies on a rigid organizational structure
to ensure success. There are Quality Leaders, Process Owners, Master
Black Belts and Green Belts who have unique roles and responsibili-
ties within the Six Sigma hierarchy.

Six Sigma team members go directly to the process to obtain the infor-
mation on which to draw their conclusions. Although many consider
Six Sigma to be a breakthrough quality strategy, in essence, it draws
on many time-tested, firmly established problem-solving tools such as
SPC, design of experiments (DOE), quality function deployment
(QFD), Pareto analysis, etc. It is not so much a radical new quality
approach as it is a blending together of desirable outcomes such as
enhanced customer satisfaction, cost reduction, impeccable quality and
continuous improvement. Standardized and consistent SPC data col-
lection procedures make it a practical and important supporting meth-
odology for Six Sigma.
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8.0  Control chart analysis

Probability is the very guide to life.
Thomas Hobbes

8.1  Detecting patterns

Patterns appear on a control chart when a process is not random.
This behavior occurs when a special cause acts on the process. If its
cause improves the process, you’ll want to make it permanent. If not,
you’ll want to eliminate it.Detecting a pattern is the first step to
finding a cause of variation.

With a normal curve about 68% of the samples fall within +1σ, 95%
within + 2σ and 99.73% within +3 σ. When this isn't true, the pro-
cess isn't in control and we should see patterns on the chart. Some
patterns are easily detected with a quick glance at the control chart.
For others you’ll need to look a little closer. Among the things to
look for are:

• Any one point outside the control limits.

• Seven points in a row on one side of the center line.

• Seven consecutive points with each point higher than the
previous point.

• Seven consecutive points with each point lower than the previ-
ous point.

• Two out of three points beyond two sigma—all on the same
side of the center line.

Figure 8.1 illustrates several of these tests.
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Figure 8.1
Tests for
non-random
conditions

We also find non-random behavior by checking the number of runs
on the chart. A run is a group of points on one side of the center line.
Not enough runs shows a lack of variability which may indicate
stratification. The data in Table 8.1, helps us determine if there are
enough runs. When the number of runs is less than or equal to this
number, the process isn’t random.

Seven points in a row on
one side of the center line.

One point outside control
limits.

Seven consecutive points
with each point higher than
the previous one.

Seven consecutive points
with each point lower than
the previous one.

Three out of four points
beyond one sigma from
the center line.

Two out of three points
beyond two sigma on the
same side of the center line.

Table 8.1

Points
below
center
line

Points above center line

6 7 8 9 01 11 21 31 41

6 3 4 4 4 5 5 5 5 5

7 4 4 4 5 5 5 6 6 6

8 4 4 5 5 6 6 6 6 7

9 4 5 5 6 6 6 7 7 7
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These tests show how random the process is. However, they may not
pick up other patterns that occur on your charts. And the more tests
you run, the more likely you are to call the process out of control
when it is in control. Each test increases this risk by about 5%.

8.3  Trends

Like cycles, trends show that
something is changing con-
stantly. Toolwear or the evapo-
ration of a solvent would show
up as trends on a control chart.
If the trend can’t or shouldn’t be
controlled, you can use inclined
control limits, as on a toolwear
chart, to counteract it. The con-
trol chart in Figure 8.3 shows a
trend.

Figure 8.3
Control chart trend

Figure 8.2
Control chart cycles

8.2 Cycles
In control charts, cycles appear
when variability increases in the
overall output. A cycle on the
control chart means something is
changing over time and it influ-
ences the process.  If you can
identify the cause for the cycle,
you may be able to pinpoint
which part of the cycle produces
the best output. Then you’d want
to control this cause to stabilize
the output at this level. Figure
8.2 shows cycles on a control
chart.
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8.4 Mixtures

Control charts often show mix-
tures when two or more process
are analyzed as one. The output
of two machines plotted on one
chart is an example. A chart of
two machines with different
process centers may show point
above and below the center line,
but won’t have many near it.

Figure 8.4 shows a control chart of mixed data.

Histograms also show mixtures. If there are two processes, the histo-
gram will usually have two or more humps.

If you suspect mixed data, plot the points without the connecting
lines. This will help you determine if the chart shows layering.   Once
you’ve found mixed data, you may want to plot a separate chart for
each process or process level. Separate charts can help pinpoint the
cause of the mixture.

Stratified data, like mixed data,
occurs when two or more pro-
cesses are studied together and
produces the same type of pat-
tern. However, stratified data
points appear to hug the center
line. This occurs when each
reading in a sample is taken from
first one machine, then the sec-
ond machine, and then back to

the first machine. The second sample would begin with a reading
from the second machine, then the first machine, and back to the
second. In this case, each data point will reflect both machines, but

8.5  Stratification

Figure 8.4
Mixed Data

Figure 8.5
Stratified data
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Shifts in the process also create a
noticeable pattern. A shift is a
sudden change in the pattern,
such as a drop or jump. It can
indicate a change in operators or
new materials. For example, if
the first operator runs the ma-
chine at set level and the next
operator sets it a little higher,
you’d notice a shift in the X-bar pattern. Caused by different machine
operators, this pattern would most likely repeat with each operator
change.  Figure 8.6 shows a shift pattern.

8.6  Shifts

every other point will have two readings from the same machine. The
result is the pattern shown in Figure 8.5.

Like mixed data, stratified data shows up in histograms. It also can
be seen on the control chart if you plot data without connecting the
lines.

8.7  Instability

Unnaturally large fluctuations on
the control chart show process
instability. Points may be outside
the limits on both sides of the
center line. Overadjusting equip-
ment, mixed lots of material, and
differences in gages often cause
instability. It also may be the
result of several variables affect-
ing one characteristic. Figure 8.7
shows an example of an unstable
pattern.

Figure 8.6
Process shift

Figure 8.7
Unstable process
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8.8 Bunching

Bunching occurs when a group
of samples, which appear close
to each other, have the same or
very similar readings. This is
shown in Figure 8.8. This type of
pattern indicates a sudden change
in the causes of variation. For
example, a different person
taking the readings, a temporary
shift in the distribution, or
recalibrating a gage.

8.9  Freaks

Because they occur irregularly,
freaks are often the most difficult
pattern to eliminate. Freaks oc-
cur when one point goes outside
control limits and then the pro-
cess returns to its normal be-
havior. This is shown in Figure
8.9.

Since they occur only once in a
while, they are hard to duplicate.
With just one sample out of

control there is little data to analyze. Although it is tempting to ig-
nore a single out of control point, especially if it is close to the con-
trol limits, freaks do indicate a problem in the process. When you
ignore a freak, you may be ignoring a change in the process.

Freaks can have any number of causes, the most common of which
are measurement and plotting errors. Other causes include an incom-
plete operation, facility problem such as power surge or a break-
down, and occasional damage from handling. One way to track the
cause of a freak is to make notes at each occurrence and compare
them over time.

Figure 8.8
Process bunching

Figure 8.9
Control chart freak
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When you analyze control chart patterns, you’ll find they often occur
in both the range and X-bar charts.  Look at the range chart pattern
first. Eliminating a pattern from the range chart often eliminates it
from the X-bar chart as well.
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9.1 Accuracy, precision and predictability

9.0  Measurement errors

Mistakes live in the neighborhood of truth
and therefore delude us.

Rabindranath Tagore

SPC depends on the accuracy and precision of each reading. By
accuracy we mean how close the average is to the target.  Precision
refers to how the readings spread out around the average value. For
example, let’s say you need to hire a bodyguard. Four bodyguards
show up at a target range to prove their shooting ability.  Figure 9.1
shows the results of this test.  Which one would you hire?

The first applicant scattered his shots all over the target. He is nei-
ther precise nor accurate. Number two is accurate, but not very

Figure 9.1
Targets showing
the difference
between
precision and
accuracy

Number 1:  Neither
accurate nor precise

Number 3:  Precise, but
not accurate.

Number 4:  Accurate and
precise.

Number 2:  Accurate, but
not precise
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precise. Her shots scattered in and around the bull’s eye. Judging
from this target, she’d have about a 50% chance of hitting her target
when it counted. Number three was precise, with each shot near the
others, but he wasn’t very accurate. From this example, it looks as
though he wouldn’t hit the target when he had to. There is no ques-
tion about the final applicant, she is both precise and accurate. Her
shots are close together and on target, so you decide to hire her.

When we take measurements, we’ll find the same types of differences
between different instruments and measuring techniques. For this
reason, we expect some variance as a normal part of the measure-
ment process. If we don’t limit it, however, it will distort our control
charts.

If we calibrate an instrument, we change its accuracy, but not its
precision. Maintenance on an instrument affects its precision. Un-
necessary service may cause a poor adjustment and increase the
variability of the readings. You can use statistics to monitor your
measurement system and show you when devices need adjusting.
These techniques help limit the measurement variation and reduce
control chart distortions.

9.2 Operator variability

The hardest variable to control in any measurement system is the
operator. Factors such as attitude, fatigue, and comfort, affect a
person’s ability to repeat a process exactly each time. This is true
when using a measurement device and even more so when asked to
make a judgment call such as matching colors. Even the reading from
a correctly used device has some variation.

How would you read the first dial shown in Figure 9.2?  You could it
read as 0.020, 0.025, 0.0225, or 0.022. Why is there a difference?
It’s a matter of interpretation. When the reading falls between two
numbers, common practice is to estimate its actual value. Even when
the divisions on the dial are in the tens of thousandths, we have to
estimate the true value.
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Looking at the second dial, we would say
a mark slightly over 0.020 indicates a
larger part than one with a reading
slightly under 0.020. Now, suppose we
know that the device’s accuracy is plus or
minus 0.005. Would we still say the
larger reading was a larger part? How we
read and interpret a device depends on
our training, our experience—even our
mood.

One way to reduce the impact of operator
judgment calls is to use a device that
measures one digit over the spec.  For
example, if the spec value goes to hun-
dredths, the device should go to the thou-
sandths. Operators then read the device to
the nearest division without estimating
values between divisions.

Another way to reduce the impact of
operator variance is to use instruments
with digital readouts. By providing the
reading in numeric form, these devices
eliminate judgment errors. Operators
simply record the displayed value without
any guessing.

Instructions are another source of variation. How clearly you de-
scribe the steps for taking a measurement determines how accurate
and precise it will be. How you describe a defect determines if it is
identified and if a defective part is kept or rejected. Unclear instruc-
tions force operators to guess which method is correct. Each person
may interpret them differently, providing you with a group of read-
ings that resemble the first bodyguard’s target.

9.3 Instructions

Figure 9.2
Divisions to the
thousandth provide more
accurate interpretations
than those to the
hundredth.
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For example, what would you do if you had the following instruc-
tions?

Check for proper operation.

“Check for proper operation” tells you what to do, but doesn’t tell
you how to do it.  Suppose your instructions were:

To check for proper operation:

1. Mount the unit in the test stand, securing the rear holds
down first.

2. Connect the red wire on the base unit to the red wire inside
the tube.  Connect black wire to black wire.

3. Attach the pressure tube from the indicator.  Screw tight and
use the transducer to check for leaks.

4. Record any reading from the transducer on the check sheet.
Reject any part registering 50 or higher.

Now you not only know to check for proper operation, but you know
how to check for proper operation.  Even these instructions may not
be clear enough for someone unfamiliar with the equipment. You can
use diagrams or add other points as needed to further clarify the
steps.

The goal is to ensure each person makes the same readings, with the
greatest chance of duplicating them.  Operators change, vacations
require others to fill in, and operating practices get sloppy over time
if the instructions are not clear from the beginning.

There are no instruments for some types of inspection. The only tools
are the inspector’s own senses. For example, color characteristics
and surface defects, such as marks and scratches, depend on visual
inspection. Other features, such as odor, also rely on a person’s
senses.

9.4 Manual inspection problems
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With these types of inspections, explaining what is and is not accept-
able is difficult. Standard boards, showing both good and bad
examples, provide all inspectors with a standard basis for their
decisions. Comparing parts to the standard boards helps reduce
variance between inspectors. It does not, however, eliminate it.

As discussed earlier in this chapter, attitude, comfort, and fatigue
affect a person’s work. This is most evident in manual inspections.
For instance, as workers become fatigued, their perceptions change.
They may become more critical, or they may let more defects slide
by.  Some people think if they don’t reject some parts, they aren’t
doing their job. They become more critical as the number of defective
parts decreases keeping rejects at the same level. This hides benefits
from improvements in the process.

There is no good way to prevent this type of shift in manual inspec-
tion. You can find these changes by passing a fixed number of known
defective parts by the inspectors at regular intervals. If the number of
defects they find differs significantly, workers may need more train-
ing. Control charts can help with this, as well as with tracking
differences in inspection practices. For example, you could ask each
inspector to examine a control group of a part. Then plot their
findings on a p or u chart (See Chapter 10). Those inspectors whose
results fall outside the limits are inspecting differently enough to
warrant attention.

9.5 Repeatability & reproducibility

Gage capability studies help us determine gage accuracy and operator
precision. A repeatability study helps us find gage variation. For this
study, one person measures the same dimension several times with
the same device. Reproducibility studies show us variation between
operators and requires more than one person to measure the same
dimension with the same gage.

Gage R&R studies usually use 2 or 3 operators who take 2 or 3
readings of each part. To conduct a gage repeatability and reproduc-
ibility (Gage R&R) study:
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Step 1:
For this study, our sample groups must consist of like parts. Have
each operator measure each part with the same gage and record each
measurement. For a two-trial study they need to measure the same
parts in the same order with the same gage again. If it’s a three-trial
study, you’ll need a third set of measurements. Table 9.1 shows data
from a three-trial study with three operators.

Table 9.1
Gage R&R Data Sheet

*D
4
 = 3.27 for two trials and 2.58 for three trials; D

3
 = 0 for up to seven trials.  UCL

R
 represents

the limit of individual R’s.  Circle those that are beyond this limit; identify the cause and correct.
Repeat these readings using the same appraiser and unit as originally used or discard values and
re-average and recompute R and the limiting value from the remaining observations.

/ROTAREPO
#LAIRT

TRAP
GVA

1 2 3 4 5 6 7 8 9 01

1 1lairTArpO 592.1 762.1 342.1 592.1 472.1 582.1 342.1 292.1 662.1 672.1

2 2 592.1 762.1 342.1 592.1 372.1 682.1 542.1 292.1 762.1 672.1

3 3 292.1 762.1 742.1 492.1 472.1 982.1 242.1 292.1 862.1 372.1

4 egarevA `a=

5 egnaR ba=

6 1lairTBrpO 862.1 952.1 172.1 262.1 072.1 062.1 062.1 572.1 572.1 762.1

7 2 372.1 952.1 962.1 362.1 862.1 162.1 062.1 672.1 572.1 762.1

8 3 172.1 952.1 962.1 562.1 962.1 462.1 562.1 672.1 572.1 962.1

9 egarevA `b=

01 egnaR bb=

11 1lairTCrpO 692.1 862.1 692.1 472.1 682.1 442.1 392.1 662.1 662.1 772.1

21 2 692.1 762.1 692.1 372.1 682.1 442.1 292.1 762.1 662.1 972.1

31 3 492.1 662.1 392.1 672.1 092.1 442.1 492.1 762.1 662.1 972.1

41 egarevA `c=

51 egnaR bc=

61 (gvAtraP `p) e=
Rp=

71 (ba +bb +bc /) [ fo# srotarepo =]3= rabelbuodR

81 xaM ` niM– ` = ` FFID =

91 * rabelbuodR × D4 LCU= R =

02 * rabelbuodR × D3 LCL= R =
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Step 2:
Subtract the smallest reading from the largest reading in rows 1, 2
and 3; enter the result in row 5. Do the same for rows 6, 7 and 8; and
11, 12 and 13 and enter results in rows 10 and 15, respectively.
(Entries in rows 5, 10 and 15 are made as positive values.)

Step 3:
Total row 5 and divide the total by the number of parts sampled to
obtain the average range for the first operator’s trials ba. Do the
same for rows 10 and 15 to obtain bb and bc.

Step 4:
Transfer the averages of rows 5, 10 and 15 to row 17. Add them
together and divide by the number of operators and enter results
Rdouble bar (average of all ranges).

Step 5:
Enter Rdouble bar in rows 19 and 20 and multiply by D

3
 and D

4
 to

get the upper and lower control limits. Note D
3
 is zero and D

4
 is 3.27

if two trials are used.  The value of the Upper Control Limit (UCL
R
)

of the individual ranges is entered in row 19.  The Lower Control
Limit (LCL

R
) for less than seven trials is zero.

Step 6:
Repeat any readings that produced range greater than the calculated
UCL

R
 using the same operator and part as originally used, or discard

those values and re-average and recompute Rdouble bar and the
limiting value UCL

R
 based upon the revised sample size. Correct the

special cause that produced the out-of-control condition. If the data
were plotted and analyzed using a control chart, this condition would
have already been corrected and would not occur here.

Step 7:
Total rows 1, 2, 3, 6, 7, 8, 11, 12 and 13. Divide the sum in each
row by the number of parts sampled and enter these values in the
“Avg” column.

Step 8:
Add the averages in rows 1, 2 and 3 and divide the total by the
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number of trials and enter the value in row 4 in the `
a
 block.  Repeat

this procedure for rows 6, 7, and 8; and 11, 12 and 13, and enter the
results in the cells for `

b
 and

 
`

c 
in rows 9 and 14, respectively.

Step 9:
Enter the maximum and minimum averages of rows 4, 9 and 14 in the
appropriate space in row 18 and determine the differences. Enter this
difference in the space labeled `

DIFF
 in row 18.

Step 10:
Total the measurements for each trial for each part, and divide the
total by the number of measurements (number of trials times the
number of operators). Enter the results in row 16 in the space
provided for part average.

Table 9.2
Completed Gage R&R Data Sheet

/ROTAREPO
#LAIRT

TRAP
GVA

1 2 3 4 5 6 7 8 9 01

1 1lairTArpO 592.1 762.1 342.1 592.1 472.1 582.1 342.1 292.1 662.1 672.1 6372.1

2 2 592.1 762.1 342.1 592.1 372.1 682.1 542.1 292.1 762.1 672.1 9372.1

3 3 292.1 762.1 742.1 492.1 472.1 982.1 242.1 292.1 862.1 372.1 8372.1

4 egarevA 492.1 762.1 442.1 592.1 472.1 782.1 342.1 292.1 762.1 572.1 `a 8372.1=

5 egnaR 300.0 000.0 400.0 100.0 100.0 400.0 300.0 000.0 200.0 300.0 ba 1200.0=

6 1lairTBrpO 862.1 952.1 172.1 262.1 072.1 062.1 062.1 572.1 572.1 762.1 7662.1

7 2 372.1 952.1 962.1 362.1 862.1 162.1 062.1 672.1 572.1 762.1 1762.1

8 3 172.1 952.1 962.1 562.1 962.1 462.1 562.1 672.1 572.1 962.1 2862.1

9 egarevA 172.1 952.1 072.1 362.1 962.1 262.1 262.1 672.1 572.1 862.1 `b 5762.1=

01 egnaR 500.0 000.0 200.0 300.0 200.0 400.0 500.0 100.0 000.0 200.0 bb 4200.0=

11 1lairTCrpO 692.1 862.1 692.1 472.1 682.1 442.1 392.1 662.1 662.1 772.1 6672.1

21 2 692.1 762.1 692.1 372.1 682.1 442.1 292.1 762.1 662.1 972.1 6672.1

31 3 492.1 662.1 392.1 672.1 092.1 442.1 492.1 762.1 662.1 972.1 9672.1

41 egarevA 592.1 762.1 592.1 472.1 782.1 442.1 392.1 762.1 662.1 872.1 `c 6672.1=

51 egnaR 200.0 200.0 300.0 300.0 400.0 000.0 200.0 100.0 000.0 200.0 bc 9100.0=

61 (gvAtraP `p) 7682.1 3462.1 7962.1 4772.1 7672.1 1462.1 1662.1 1872.1 3962.1 7372.1 e 16272.1=
Rp 6220.0=

71 [( ba +]1200.0= [bb +]4200.0= [bc /)]9100.0= [ =]3=sresiarppafo# 1200.0

81 xaM[ ` niM[–]6672.1= ` =]5762.1= ` FFID = 1900.0

91 * ]1200.0=rabelbuodR[ × D[ 4 LCU=]85.2= R = 4500.0

02 * ]1200.0=rabelbuodR[ × D[ 3 LCL=]00.0= R = 0000.0
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Step 14:
Perform the calculation for Reproduci-
bility: Appraiser Variation (AV) using
the formula:

AV = √ (`
DIFF

 × K
2
)2 – (EV2/nr)

where
n = number of parts
r = number of trials

AV =

√(0.0091 × 2.70)2 – (0.00652/(10 ×3))
= 0.0245356 = 0.025

Table 9.3

R&RegaGrofsrotcaFK

slairT K
1

2 65.4

3 50.3

sresiarppA 2 3

K
2

56.3 07.2

straP K
3

2 56.3

3 07.2

4 03.2

5 80.2

6 39.1

7 28.1

8 47.1

9 76.1

01 26.1

Step 11:
Subtract the smallest part average from the largest part average and
enter the result in the space labeled R

p
 in row 16. R

p
 is the range of

part averages.

Step 12:
Transfer the calculated values of Rdouble bar, X

DIFF 
and R

p
 to the

cells provided. A completed Gage R&R Data Sheet is shown in Table
9.2.

Step 13:
Perform the calculation for Repeatability: Equipment Variation (EV)
using the formula and K

1
 factors from Table 9.3:

EV = R × K
1

= 0.00213 × 3.05
= 0.0064965 = 0.007

=
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Step 15:
Perform the calculation for Repeatability & Reproducibility (GRR)
using the formula:

GRR = √(EV2 + AV2)

= √(0.00652 + 0.024282)
= 0.02513 = 0.025

Step 16:
Perform the calculation for Part Variation (PV) using the formula:

PV = R
p
 × K

3

=  0.0226 × 1.62
=  0.0366 = 0.037

Step 17:
Perform the calculation for Total Variation (TV) using the formula:

TV = √GRR2 + PV2

= √(0.02513)2 + (0.0366)2

=  0.0443959 = 0.044

Step 18:
Perform the calculations for % EV (Equipment Variation) using the
formula:

% EV = 100 [EV/TV]
= 100 [0.007/0.045]
= 16%

Step 19:
Perform the calculations for % AV (Appraiser Variation) using the
formula:

% AV = 100 [AV/TV]
= 100 [0.025/0.045]
= 56%
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% PV = 100 [PV/TV]
= 100 [0.037/0.045]
= 82%

Step 22:
The final step is to perform the calculations for ndc (Number of
distinct categories) that can be reliably distinguished by the mea-
surement system using the formula:

Step 20:
Perform the calculations for % R&R using the formula:

% R&R = 100 [R&R/TV]
= 100 [0.025/0.045]
= 56%

Step 21:
Perform the calculations for % PV (Part Variation) using the for-
mula:

ndc = 1.41 PV
GRR(      )
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10.1 Types of attribute data and charts

All the control charts we’ve looked at so far have been for measured
data.  With some parts or processes, it isn’t possible or practical to
measure data so these charts won't work.  For example, a light bulb
works or it doesn’t.  A motor will start or it won't.  A paint job might
have flaws in it or it might not.  These characteristics produce at-
tribute data and require control charts for attributes.

There are two types of attribute data, the number of non-conforming
units and the number of non-conformities.  Go/no-go data is non-
conforming.  For example, a light bulb is good or bad.  The bulb
either conforms to the requirements or it does not.  In a group of 100
light bulbs, you can’t have more than 100 non-conforming items.
We use ‘p’ and ‘np’ charts to plot the number of non-conforming
parts in a group.

The number of non-conformities is a count of defects on a part or
product.  For example, a paint job could have several marks on it.
Each mark counts as a non-conformity.  As a result, a group of 100
parts could have an unlimited number of non-conformities.   Since
this type of attribute data is different, it requires different charts—
‘c’ and ‘u’ charts.  We will look at these in greater detail in the next
chapter.

Both types of attribute charts offer chart choices for fixed sample
sizes or varying sample sizes. Keep in mind that chart calculations

Detect and fix any problem in a production process
at the lowest value stage possible.

Andrew S. Grove

10.0 Control charts
for non-conforming attributes
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are easier if the samples are all the same size.  Table 10.1 shows
which chart to use for each option.

10.2  p charts

Let’s begin with the charts for non-conforming units.  This type of
go/no-go outcome follows the laws of binomial distribution we dis-
cussed in Chapter 2.  Whether the motor starts, or it doesn’t is the
same as our card deck sample.  The card is red or black, the bulb
lights or it doesn’t, the coin is heads or tails—there are no other
options.  X-bar chart calculations would not work with this data.

We can, however, calculate limits that give us the same assurance as
the three sigma limits on the X-bar chart. Instead of plotting the
average value, we plot a percentage (p) of non-conforming units.
Sometimes called fraction non-conforming, this calculation estimates
the average number of non-conforming units the process makes.

As mentioned in the previous section, the sample size may vary on
the p chart.   If each sample consists of a day’s production, the daily
count will likely change from day to day.  We can use varying
sample sizes because the p chart lets us calculated new limits for
each point.

To create a p chart:

Step 1: Find the fraction non-conforming (p)  for each sample
and plot these values on the chart.

Table 10.1

roftrahC
eziselpmasgniyrav

roftrahC
eziselpmastnatsnoc

fo.onroftrahC
gnimrofnoc-non p pn

fo.onroftrahC
seitimrofnoc-non u c
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Step 3: Calculate the upper control limit for a point.

The upper control limit formula is:

where n = the number of units inspected for a sample.

For the first point of our example the upper control limit is:

0.05069  +  3

For our example, gequals:

After plotting the points, draw a line connecting them.   Note that the
chart scale should be about twice the largest p value.

The formula for the fraction non-conforming (p) is:

For example, Table 10.2 shows
10 samples and their p values.

225 / 4439 = 0.05069
Table 10.2

Number of non-conforming units

Number inspected

Step 2: Find the average p
value (g).

The formula  is:

g =

Total units inspected

 Total non-conforming units

= 0.08742
321

0.05069 (1– 0.05069)

UCLp  =    g + 3
 n

g (1 – g)√

√

elpmaS evitcefeD detcepsnI p

1 22 123 5860.0

2 51 452 1950.0

3 81 534 4140.0

4 23 576 4740.0

5 41 202 3960.0

6 53 548 4140.0

7 21 132 9150.0

8 72 315 6250.0

9 01 871 2650.0

01 02 587 5520.0
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R

where n = the number of units inspected for a sample.

We can’t have less than zero non-conforming parts.  If we get a
negative number, the lower control limit is zero.

For the first point of our example, the lower control limit is:

0.05069 – 0.03673 =  0.01396

Step 5:   Repeat Steps 3 and 4 for each point.
Table 10.3 shows the upper and lower control limits for each of our
ten samples.

Step 6:  Draw the control limits
 on the chart.

The p-bar value is the center line.
Figure 10.1 shows a p chart from
this data.

We adjust the width of the control
limits to reflect the amount of error
we expect from our samples.   The
value we expect does not change
when the sample size changes, but
there is a change in the amount of
error.  If our sample size is large,
the p value is closer to the true
value than if the sample size is
small.  This is why we move the
limits out for smaller samples and
in for larger ones.

Step 5:    Calculate the lower control limit for that point.
The formula for the lower control limit is:

Table 10.3

LCLp  =    g – 3
 n

g (1 – g)√

elpmaS LCU LCL

1 24780.0 69310.0

2 89190.0 04900.0

3 42280.0 41910.0

4 20670.0 63520.0

5 99690.0 93400.0

6 33370.0 50820.0

7 00490.0 93700.0

8 37970.0 56120.0

9 91001.0 55100.0

01 81470.0 02720.0
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If the sample size only varies slightly, we can average the sample size
and use the same limits for the entire chart. If a point falls
near a limit, we need to find the actual limits for that point. This
allows us to verify if it is in control or not.  Another option is to
average the sample sizes and use the np chart formulas for our limits.

To analyze p charts, we use the same pattern analysis techniques that
we use for X-bar charts.

Figure
10.1
p chart from
our example

The np chart is a form of the p chart.  These charts replace p charts
when the sample size is constant.

For the p chart, we plotted a fraction of the non-conforming units.
With the np chart, however, we use the actual number of these units.
The actual number of non-conforming parts is often easier to under-
stand than a percentage.  Therefore, if the sample size is constant or
nearly so, use the np chart.  The np chart is also easier to create
because it has a constant set of control limits.

10.3  np charts
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For example, let’s say we inspect 75 parts in every lot. For the first
15 samples we find the following numbers of non-conforming parts:
23, 19, 34, 26, 21, 23, 30, 25, 16, 28, 31, 33, 17, 15, 22.  The total
non-conforming is 363 and we inspected 1,125.   Our p-bar value is
0.32267.

Step 2:  Calculate the center line value, k.
The formula is  (n ∗ g ).

For our example,  n = 75 and g = 0.32267

ng = 24.20

Step 3:  Find the upper control limit.
The formula for the upper control limit is:

UCL
np 

= ng + 3 √ ng (1 – g )

For our example, the UCL is:

24.20025 + 3 √ 24.20025 (1 – 0.32267)  = 38.71833

Step 4:   Find the lower control limit.
The formula for the lower control limit is:

LCL
np

 =  ng – 3 √ ng(1 – g )

For our example, the LCL is 24.20025 – 14.51808 =  9.68217.

Step 5:   Plot the actual number of non-conforming units for each
sample and draw the control limits.

To create an np chart:

Step 1: Find the average np value ( k ).
The formula is:

Total non-conforming units

Total units inspected
k =
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Note that the scale should be set so the upper control limit falls about
two thirds of the way up the chart.

Figure 10.2 shows an np chart for the data in our example.

We can use the p or np chart for more than non-conformities.  For
example, if you bulk mail 2,000 marketing flyers monthly, you could
use an np chart to track the responses. If the number of flyers you
send varies each month, you’d use a p chart to track responses.

Whether you use a p or np chart, you’ll need to make the sample size
large enough to ensure there is at least one non-conforming unit in
each sample. If not, you’ll lose the ability to detect process improve-
ments. A good rule of thumb is to set the sample size so n times g  is
at least 5.

Figure 10.2
np chart
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11.1  c charts

11.0 Control charts for the
number of non-conformities

It is the quality rather than quantity that matters.
Publius Syrus

The second type of attribute data is the number of non-conformities.
As mentioned in Chapter 10, this type of data is a count of the de-
fects on a part or group of parts.  Defects may include scratches,
dents, stains, chips, etc. grouped together or just one defect type for
each chart.  For this type of attribute study, we use a count of the
total defects per unit even if one defect is enough to reject the unit.
We use a ‘c’ or a ‘u’ chart to study this type of data.

To study this type of attribute data we use the Poisson distribution
and, for c charts, we have a constant sample size.  Poisson distribu-
tions, as discussed in Chapter 2, are used for counts of events or
occurrences in a unit.  The unit may be a specific time frame, loca-
tion or piece count.

For the c chart, your defects must meet three conditions.  First, they
must be independent of each other.  For example, marks caused by
handling are independent of those caused by flaws in the casting.
Different marks caused by the same burr in the handling equipment
have the same cause and are therefore not independent.  Using data
that isn’t independent inflates control limits and distorts the study
results.

The second condition is that the defect is rare compared to how often
it could occur.  Let’s say the burr in the handling equipment marks
about one in 40 parts.  It could, however, mark every part.  The
chance of any one part being marked is slight, so it meets the second
condition.
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The final condition is that the defects occur within a set time, area, or
product.  This could be a square yard of fabric, a group of 200 bolts,
an entire car, or work from one shift.  The c chart like the np chart
deals with a sample size.  With a fixed size unit, we can set the
sample size at one unit, even if that unit has 1,000 parts.

To create a c chart:

Step 1: Define the inspection unit
and collect data.

If your product is made with a fixed
number per lot, one lot might be a good
unit.  If the product is a continuous or
semi-continuous product, such as wire or
sheet steel, the unit could be a set
number of feet or yards.  Other dimen-
sions, such as width and thickness also
must be constant.

Step 2: Find the average c value
(D).

The formula for Dis:

c = No. of non-conformities in a sample

so  D=

For example, Table  11.1 shows 20
samples.  The total number of defects is
4,351 and the unit size is one.  The
c-bar value is 4,351 / 20 = 217.55.

Total number of non-conformities

Number of samples

Table 11.1

elpmaS stinU stcefeD

1 1 032

2 1 002

3 1 132

4 1 022

5 1 512

6 1 612

7 1 622

8 1 132

9 1 712

01 1 902

11 1 632

21 1 312

31 1 402

41 1 532

51 1 912

61 1 102

71 1 112

81 1 422

91 1 312

02 1 002
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Figure 11.1
c chart from our
sample data

Step 3 :  Calculate the upper control limit.
The upper control limit formula is:

UCL
c
 = D+ 3 √D

Since our sample has a fixed unit size of one, we’d calculate the
upper control limit as:

217.55 + 3 √217.55 = 217.55 + 44.25 = 261.80

Step 4:  Calculate the lower control limit.
The lower control limit formula is:

LCL
c
 = D– 3 √D

We’d calculate the upper control limit for our sample as:

217.55 – 44.25 = 173.30

Step 5: Set the scale, plot the data and draw control limits.
Set the scale so the Dvalue is in the middle of the chart.  The lower
scale value doesn’t have to be zero, but you’ll want to select a range
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11.2  u charts

Like the c chart, u charts use a Poisson distribution and therefore,
defects must meet the first two conditions. For the u chart, however,
the sample size may vary from sample to sample. While each sample
can have any number of units, each unit within a sample should be

equal. For example, a sample could
be of eight-ounce glasses but not
eight and twelve-ounce glasses.

Because u chart samples can vary in
size, their construction is like that of
a p chart.  Each sample has its own
upper and lower control limits.

To create a u chart:

that will include all probable data points.  For our sample, this would
put the maximum scale around 300 and the minimum around 130.

Figure 11.1 shows a c chart of our example.

Step 1: Collect data and find
the average number of
defects per  unit.

Use the following formula to find
the average number of defects per
unit:

For example, Table 11.2 shows 15
samples, the number of units, the
number of defects and their u value.

Number of defects in the sample

Number of units in the sample
u =

Table 11.2

elpmaS stinU stcefeD eulavu

1 23 37 82.2

2 61 65 5.3

3 52 54 8.1

4 91 63 98.1

5 31 23 64.2

6 93 76 27.1

7 82 35 98.1

8 13 28 56.2

9 61 04 5.2

01 12 15 34.2

11 63 08 22.2

21 32 54 69.1

31 52 66 46.2

41 43 09 56.2

51 81 74 16.2
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Step 2:  Calculate the R value.
The formula is:

R =

For our example, we inspected 376 units and found 863 defects. Our
R value is 863 / 376 = 2.30.

Step 3: Find the upper control limit for each sample.
The formula is:

UCL
u
 = R + 3 √R / n

Step 4: Find the lower control limit
for each sample.

The formula is:

LCL
u
 = R – 3 √R / n

Table 11.3 shows the upper and lower
control limits for our 15 samples.

Step 5: Set the scale, plot the data
and draw the control limits
on the chart.

Set the scale so the u-bar value is near
the middle of the chart. For our
sample, the maximum scale would be
about 4.80 and the minimum 0.

Figure 11.2 shows a u chart for our
sample data.

Total number of defects
Total inspection units

Table 11.3

elpmaS LCU LCL

1 01.3 94.1

2 34.3 61.1

3 02.3 93.1

4 43.3 52.1

5 65.3 30.1

6 20.3 75.1

7 51.3 44.1

8 11.3 84.1

9 34.3 61.1

01 92.3 03.1

11 50.3 45.1

21 42.3 53.1

31 02.3 93.1

41 70.3 25.1

51 73.3 22.1
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Figure 11.2
u chart from
our sample data

Figure 11.3
Check sheet for
classifying defects by
their severity

Defects on Finished Product

Part: Date:RTG-098 03-17-2001

Inspector: Patrick Shift: 3rd

Remarks:

Categories:
#1 Minor surface defects

////   ////   ////   ////   ////    ////
////   ////   /

#2 Major surface defects/defects that might cause unit failure

////   ////   ////
////   //

Total: 41

#3 Defects that wil cause unit failure

////   ////

Total: 22 x  2 = 44

Total: x  3 =10 30

Total units inspected this shift:

i.e., surface scratches, small dents, small bubbles

i.e., uneven color, deep scratch, large bubbles dent, casing crack, loose
screw

i.e., loose wiring, improper wiring, missing screws

Total demerits for this shift:

120

115

11.3  Demerit systems

Some defects are more serious than others, and you may want to give
them more weight. For example, a defect that is surface or cosmetic
only is not as critical as one causing unit failure. One way to factor
in the seriousness of defects is to assign demerits to each defect type.
The more serious the defect, the higher the demerits.

For example, we’ll give
minor surface defects
one demerit.  For major
surface defects and
defects that might
cause unit failure, we’ll
give two demerits.  If
the defect definitely
causes unit failure,
we’ll give it three
demerits.  Now we’ll
count defects by type
and plot the demerits
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Both the u and c charts we’ve looked at showed us the total number
of non-conformities for each sample.  When we lump defects to-
gether, however, we can’t detect trends in individual categories.  One
defect type may be increasing and another decreasing, but if we’re
only looking at the total defects, we won’t see this.  If there are only
a few defect types, you might want to track them separately.  Or you
might want to track a few types of defects separately and group less
common or less serious defects.

Obviously to track these defect types separately, we have to count
them separately.  One way to do this is to keep separate counts but
plot samples based on the total count, as shown in Figure 11.4.  You
could also plot each type separately. For more detailed analysis, you
may want to do both.

11.4  Plotting defects by type

Figure 11.4
Control chart with tally of
defects separated by
type

instead of the defects.  Figure 11.3 shows a sample checksheet for a
process using the demerit system.
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12.1  Short run SPC

12.0 Special charts
for special applications

It’s hard to solve a problem when
you don’t even know it exists.

Fred Heiser

Short run refers to processes that produce a high volume in a short
time or a low volume over a long time. Processes producing one part
per run or parts that are hard to subgroup are also short run. Because
they produce fewer parts, they give us fewer samples to study. This
creates a problem when we try to use conventional SPC, which is
geared for high-volume, long-term processes. We can get around this
by using control charts adapted for fewer samples.

Individual & Moving Range Charts
For some processes it isn’t practical to use a sample size greater than
one. The process may have a long cycle time such as a shift or day;
the readings may be expensive, or they may be lengthy. An example
of this is a reading from a destructive test.

In other cases, it may be unnecessary to use a sample size greater
than one. Consider cases involving homogeneous chemical solutions
such as taking pH readings from a swimming pool. No matter where
you take the sample from the pool, it will be the same, so more than
one sample is unnecessary. In both these examples, we base control
charts on individual readings.

There are drawbacks to the individuals charts. They are easily misin-
terpreted if the distribution is non-normal. They aren’t as sensitive to
process changes as the X-bar & R, but they’re overly sensitive to
process variation. You may find yourself investigating more natural
variation than you would with an X-bar & R chart. And with a
sample size of one, there is more variability in the average of samples
(`) until it is based on at least a hundred samples.
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Like Median and X-bar charts, the control limits are based on sample
range. With a sample size of one, there is no range, so we create a
moving range, using two, three, or more readings. To find a moving
range, find the range of the first reading and the second. This is the
first range value. Then find the range between the second and third
readings. This is the next range value and so on. If you use three
readings, the first value is the range of the first, second and third
readings, and the second value is the range of the second, third and
fourth readings, etc.

To calculate the control limits for the mov-
ing range chart, use the average range for
the center line, the D

4
 ∗ b formula for the

upper control limit and zero for the lower
control limit. The moving range size rarely
exceeds five, so you would not need a D

3

factor for the lower control limit. (Appendix
C has a table of these factors).

When you study this chart, keep in mind
each reading appears in two ranges. Looking
at every other range will give you indepen-
dent ranges for conducting a run test.

For the Individuals chart we use a factor of
2.66 rather than A

2
. For the center line we

use the average of the samples. The 
UCL

X
 = ` +  (2.66 ∗ b). The LCL

X
=

` +  (2.66 ∗ b). We set the chart scale for
the Individuals & R chart as we would a X-
bar & R chart.

If, for example, we have the 20 readings
shown in the first column of Table 12.1, we
would have the 19 ranges shown in the
second column.  The last row in this table
shows the totals for each column.

Table 12.1

.sbO
.oN

gnidaeR
.voM
egnaR

1 01 —

2 21 2

3 51 3

4 81 3

5 21 6

6 11 1

7 31 2

8 41 1

9 81 4

01 71 1

11 21 5

21 41 2

31 31 1

41 11 2

51 81 7

61 61 2

71 51 1

81 71 2

91 31 4

02 11 2

082 15
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Our X-bar would be calculated 280 / 20 = 14 and the R-bar would be
51 / 19 = 2.68.

The UCL
R
 would be 3.267 (D

4
)∗ 2.68 = 8.76 and the LCL

R
 would

equal zero. The UCL
x
 would be 14 + 7.13 = 21.13. The LCL

x
 for

this sample is 14 – 7.13  =  6.87.

Figure 12.1 shows the individual and moving range charts from this
data.

Moving Average Moving Range Charts
Moving Average Moving Range charts are also used for processes
where it isn’t practical to have a sample size greater than one.  An
example of this type of process is a continuous chemical process,
where it isn’t possible to sample small changes in consecutive parts.

Also like the Individuals chart, these charts are easy to misinterpret.
This is because we repeat each reading in several samples.  For
example, with 22 readings we can create 20 samples of three.  But,
this isn’t the same as having 20 samples from 60 readings.

We find the Moving Average the same way we find Moving Range.
For a sample size of three, our first sample would be from readings

Figure 12.1
Individual & Moving Range Charts



134    The Book of Statistical Process Control

Zontec copyrighted material  •  www.zontec-spc.com

R

Figure 12.2
Moving average chart

1, 2, 3; the second from 2, 3, 4, etc.  We calculate the control limits
with the same formulas we use for an X-bar chart.  Figure 12.2
shows a moving average chart made from the data we used for our
individuals chart.  In this example n = 3, X-bar = 14.31,
UCL = 18.98, and the LCL = 9.65.

Nominal Charts
Nominal charts let us plot data from different parts on one chart,
using the same scale. For example, we would use this chart to plot
data from short runs that produce several sizes of one part. To use
this chart, all the parts must be from the same  process and have
similar standard deviations. The subgroup size must be constant for
all samples and there must be a nominal value for each dimension.

To create a Nominal Chart:

Step 1:  Set the nominal or target value for each part type.
The target value can be the required specification or the process
average (e).

Step 2:  Collect and record data and calculate subgroup averages.
This procedure is handled the same way as data for a conventional
X-bar & R chart. For example, let’s look at three bolt runs; the first
produces a 2" bolt, the second a 3" bolt and the third a 5" bolt. We
want to monitor the length of the bolts in each run. The data and its
averages for our example are shown in Table 12.2.

Step 3: Code the subgroup averages.
The formula is:

c = a – t
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where c = the coded value,
a = subgroup average and
t = target value.

The target value for our 2" bolt is
2, for the 3" bolt is 3, and for the 5"
is 4. Table 12.3 shows the coded
value for each subgroup.

Step 4 :  Find the range for each
 subgroup.

The range for the nominal chart is
the same as the range for the con-
ventional X-bar & R chart.  R =
the highest value – the lowest.

Table 12.4 shows the ranges for
our samples.

Step 5:  Find the control limits for
the Range chart.

These limits use the same formulas
as the Range chart for conventional
SPC. These formulas are:

Table 12.3

Σ R

k
b =

Table 12.2

"2 1m 2m 3m .gvA

1 80.2 50.2 21.2 80.2

2 00.2 01.2 70.2 60.2

3 59.1 10.2 30.2 00.2

4 39.1 69.1 20.2 79.1

5 11.2 41.2 50.2 01.2

"3 1m 2m 3m .gvA

1 20.3 80.3 01.3 70.3

2 00.3 59.2 79.2 79.2

3 01.3 31.3 80.3 01.3

4 70.3 20.3 89.2 20.3

5 40.3 21.3 90.3 80.3

"5 1m 2m 3m .gvA

1 0.5 70.5 99.4 20.5

2 01.5 51.5 80.5 11.5

3 20.5 30.5 70.5 40.5

4 20.5 29.4 49.4 69.4

5 01.5 40.5 60.5 70.5

"2 .gvA edoC "3 .gvA edoC "5 .gvA edoC

1 80.2 80.0 1 70.3 70.0 1 20.5 20.0

2 60.2 60.0 2 79.2 30.0- 2 11.5 11.0

3 00.2 00.0 3 01.3 01.0 3 40.5 40.0

4 79.1 30.0- 4 20.3 20.0 4 69.4 40.0-

5 01.2 01.0 5 80.3 80.0 5 70.5 70.0
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UCL = D
4
 ∗ b

LCL = D
3
 ∗ b

A table of the D
3
 and D

4
 factors appears in Appendix C.

For our example the b = 1.11 / 15 = 0.074. The UCL =  2.575 ∗
0.074 = 0.191 and the LCL = 0.00.

Step 6:  Calculate the control limits for the Nominal chart.
Use the coded values for these calculations.  The formulas for this
are the same as for a conventional X-bar chart.

UCL = e + (A
2
 ∗ b)

LCL = e –  (A
2
 ∗ b)

For a complete Table of Factors, see Appendix C.

For our example, the e = 0.65 / 15 = 0.043. The UCL =
 (1.023 ∗ 0.074) + 0.043 = 0.119.  The LCL = 0.043 – 0.076 =
–0.033.

Step 7:  Set the scale and plot the codes and ranges on the control
charts.

Table 12.4

Σ`
k

e =

"2 R "3 R "5 R

1 70.0 1 80.0 1 80.0

2 01.0 2 50.0 2 70.0

3 80.0 3 50.0 3 50.0

4 90.0 4 90.0 4 01.0

5 90.0 5 80.0 5 60.0
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Again, this follows the same rule as the conventional X-bar & R.
Subtract the lower control limit from the upper control limit and
divide this value by two.  Add this to the upper control limit for the
maximum scale and subtract it from the lower control limit for the
minimum scale.

For our Range chart, the upper scale value = 0.191 / 2 = 0.286 and
since range can’t be less than zero, the lower scale value is 0.00.

For our Nominal chart, the upper scale value =  0.119 – (–0.032) =
0.151 / 2 = 0.195.  The lower scale value =  –0.032 – 0.076 =
–0.108.

Figure 12.3 shows a Nominal X-bar & Range chart for our data.

Interpret the Nominal chart the same way you interpret a conven-
tional X-bar & R chart  For more information, review Chapter 8.0,
Control Chart Analysis.

Figure 12.3
Nominal & Range chart
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As discussed in Chapter 1, control charts help us predict the behavior
of a stable process and compare our current readings to that predic-
tion. Until now, we’ve thought of a stable process as one in which the
samples fall between the control limits, showing no change in the
process. However, there are cases where a process has a constant,
predictable change, such as that caused by toolwear. When tool wear
affects a process, the control chart will show cycles. Each tool
change or adjustment starts a new cycle, which shows a gradual shift
in sample averages as the tool wears down. These cycles make it
necessary to adjust control limits so they reflect the predicted change.
This adjustment is pictured in Figure 12.4. The upper chart is an X-
bar chart for a process of this type. We can see more variance be-
tween the sample averages than the limits predicted. The result is out
of control signals from variation that we expect the process to have.
In the lower chart, a toolwear chart, the limits reflect the process
cycles. Any out-of-control points here would have a special cause. In
addition to filtering our expected variation, a toolwear chart lets us
pinpoint when tool adjustments or replacements need to be made.

To adjust the control limits, we must find the slope (m), intercept (c),
and control limits for each cycle.

Figure 12.4
The upper chart
showing a regular
X-bar chart of our data
with a linear trend.
The lower chart is a
toolwear chart of the
same data.

12.2  Toolwear charts
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Step 1: Begin by creating a table as shown in Table 12.5
You need to know the values of x, x2, y and xy, and the sums of
these.  In this case x = the subgroup’s number and  y = the
subgroup’s average.  You’ll also need the range for the range chart
and the toolwear chart’s control limits.

Step 2:  Create a range chart.
The range chart that accompanies the toolwear chart is the same as
the range chart for an X-bar chart.

Step 3: Calculate the slope and intercept of the toolwear chart’s
center line.
The formula for the slope (m) is:

The formula for the intercept (c) is:

Table 12.5

m  =

Σ (xy) –
n

(Σx) (Σy)

Σ (x2) –
(Σx)2

n

x x2 y yx R

1 1 0055.1 00055.1 52.0

2 4 7606.1 04312.3 02.0

3 9 7656.1 01079.4 52.0

4 61 0007.1 00008.6 02.0

5 52 3357.1 05667.8 71.0

6 63 0097.1 0047.01 02.0

7 94 0058.1 0059.21 80.0

82 487 7609.11 0099.84 53.1

68291.0
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m  =

 48.99  –
7

(28 ∗ 11.9067)

140  –
282

7

= 0.04869

c  =
 (28 ∗ 48.99) –  (119067 ∗ 140)

 282 –  (7 ∗ 140)
= 1.5062

Using the data from Table 12.5:

Step 4: Use the slope and intercept to find the center line.
The formula for the center line is:

j  = mx + c

Although you can calculate a y value for each sample, you only need
to do this for the first and last samples in the cycle. Then draw a
straight line to connect them.

If we use the samples from our example:

First point: (0.04869 ∗ 1) + 1.5062 = 1.55489

Last point:  (0.04869 ∗ 7) + 1.5062 = 1.84703

Step 5:  Find the control limits.
The control limits here use the same formula as the control limits for
a regular X-bar chart. However, for the toolwear chart, the upper
control limit is the last point above the center line + (A

2
 ∗ R).

Likewise, the lower control limits is the first point above the center
line – (A

2
 ∗ R). To draw the control limits, (A

2
 ∗ R) = 0.1973.

c  =
 (Σx) (Σxy) –  (Σy) (Σx2)

 (Σx)2 –  n (Σx2)
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Using our example:

UCL
1
=  1.55489 + 0.1973  = 1.75219

LCL
1
=  1.84703 + 0.1973 = 2.04433

UCL
7
=  1.55489  – 0.1973  = 1.35759

LCL
7
= 1.84703 – 0.1973  = 1.64973

Step 6:  Set the chart’s scale.
Subtract the LCL from the UCL and divide this difference by two.
Add this value to the largest UCL value for the chart’s maximum
value.  Subtract it from the smallest LCL value for the chart’s
minimum value.

For our example, the maximum scale value is:

2.04433 – 1.35797 = 0.686733 / 2 = 0.3433665

2.04433 + 0.34337 = 2.3877

The minimum is:

1.35797 – 0.34337 = 1.0146

Step 7: Plot the data points and the control limit points and
connect them.

As with the X-bar chart, points falling outside the control limits
indicate a change in the process.

The lengthy calculations needed for a toolwear chart can be tedious
and time-consuming when done by hand. Fortunately, we can use
computers to do the math and draw the limits quickly, so the tool-
wear chart is just as easy to generate as a regular control chart.
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Table 12.6

We use X-bar charts to study the variation between samples and
Range charts to see the variation within a sample.  Usually, these
charts give us the data we need to control our process.  However, if
we batch process our products or produce rolled goods, we also need
to look at batch-to-batch variation.  For example, if we’re producing
sheet metal, we’ll want to know the variation between the machine
direction and the cross direction.  To do this, we need to combine a
Moving Range chart with a our X-bar & R chart.  This combination
is called a Three chart or a Three-Way chart.

To create a Three Chart:

Step 1:  Collect and record data.
In order to use this chart, we need collect several readings from each
batch.

Step 2: Create an X-bar & R chart from sample data.
This is a conventional X-bar and R chart as described in Chapter 6.

Step 3:   Calculate the Moving Range (Rm).
To do this, find the range of the first and second sample averages, the
second and third sample averages, the third and fourth sample
averages, etc. Table 12.6 shows moving ranges for the 20 samples we
used in Chapter 6.

12.3  Three Charts

elpmaS 1 2 3 4 5 6 7 8 9 01

egnaR 03.0 03.0 92.0 56.0 05.0 03.0 03.0 97.0 93.0 53.0

egnaR.voM — 04.0 50.0 10.0 30.0 13.0 04.0 11.0 50.0 71.0

elpmaS 11 21 31 41 51 61 71 81 91 02

egnaR 03.0 03.0 45.0 32.0 03.0 35.0 97.0 47.0 93.0 02.0

egnaR.voM 81.0 04.0 60.0 11.0 71.0 62.0 51.0 30.0 80.0 90.0
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Figure 12.5
Three chart

Step 4: Calculate the control limits and plot the data.
The Moving Range chart uses the same formula as a conventional
Range chart.  The b = the average of the moving ranges.

The UCL =  D
4
∗ band the LCL =  D

3
∗ b.

For our example:

b= 3.07 / 19 =0.16157

UCL = 3.267 ∗ 0.16157 = 0.52784 and the LCL = 0.

Figure 12.5 shows a Three Chart of our data.
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13.0  Automating data collection
and deploying SPC globally

Data are most valuable at their point of origin.
The value of data is directly related to their timeliness.

Lawrence M. Miller

Unless you skipped from page one to this chapter, you know how to
create SPC charts. You also know performing calculations and draw-
ing charts by hand is very time-consuming. With automated SPC,
data enters the system and immediately appears on the control chart.
The computer finds the average, ranges or sigma and instantly draws
the results of a sample on the chart. It calculates control limits and
alerts you of out-of-control conditions for corrective action. If you let
a computer do the work, you can have up-to-date SPC charts, pro-
cess alarms, queries and reports instantaneously.

This instant access to process data means you know exactly when a
process is out of control and can adjust it before precious time and
materials go to waste. So while you’ll have to make an investment to
automate your SPC program, you’ll get it back quickly by reducing
scrap and labor costs.

13.1 Automating data entry

In Chapter 9, we looked at measurement errors and how digital gages
reduce variance. These devices feed data directly into computers,
which help reduce data entry errors and improve worker productivity.
Operators simply use the gage to measure a part, press a button on
the device, and the data is saved to the system.

The device you buy depends on what you want to measure, as well as
your SPC system. Devices are available for measuring dimensions,
weight, temperature, color, and performing specialized laboratory
tests, etc.
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Depending on the device and your particular needs, you may be able
to link one device to each computer or connect several devices to the
same PC.

13.2 Hardware-dependent vs. flexible systems

At one time, automated SPC programs fell into two categories: hard-
ware-dependent and flexible. With hardware-dependent systems, the
gages, computer and software were made by one company.  This
software only ran on the vendor’s proprietary computer and accepted
data from their own brand of gages. Implementing this type of system
limited the number of vendors you had to deal with; however, updat-
ing it meant you probably had to replace the entire system if the
devices became obsolete. Some hardware-dependent SPC systems
still exist today—primarily as industry-specific quality assurance
solutions.

Fortunately today flexible systems are predominant. These software-
based SPC programs work with a combination of hardware plat-
forms. They accept data from standard measurement devices, run on
standard Windows®-based computers, and print to a variety of print-
ers. The software is independent of the hardware and usually comes
from another company. This system is ideal if you want to use com-
puters you already have and lets you run other software applications,
such as spreadsheets and word processing programs, removing the
expense of a dedicated computer just for SPC. When the system
needs to be updated, you simply change out the older components.

13.3 Networked SPC

Some SPC systems let you enter data into several files at once and
view charts for each on one screen.  These are network-based sys-
tems, which send production data from a number of workstations to
one or more network servers. Networked SPC systems: (1) encourage
the sharing of data, (2) improve communication among production
staff, engineering personnel and management, (3) help the organiza-
tion troubleshoot quality issues as a team, and (4) enforce a corporate
quality metric.
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Recent innovations in wire-
less network technology
allow workers to move freely
about the production facility
and perform SPC without
being physically connected
to the network. Wireless
SPC computers provide the
security of data storage on
the network server, eliminat-
ing the possibility of losing
data if the wireless unit is
misplaced or broken. These
mobile units range in func-

tion from dedicated units that only perform data collection and
barebones charting on miniature LCD screens to fully functional
portable computers. Laptop and tablet PCs, “netbooks,” smartphones
and devices such as the Apple® iPad™ offer wireless SPC capabili-
ties (Figure 14.1) and extreme flexibility to your data collection
activities.

13.4 Interoperability with external systems

In addition to connecting your SPC software to standard PC-compat-
ible gages, process data may originate from a variety of plant floor
systems: for example, from programmable logic controllers (PLCs),
coordinate measurement machines (CMMs), OPC (object linking and
embedding for process control) servers, supervisory control and data
acquisition (SCADA) systems, laboratory information systems
(LIMS), software applications and databases. An interface program
from your SPC software provider is required to transfer data from
these platforms into your SPC application, so you will need to check
with them to find out what they offer. By integrating these previously
isolated islands of information into your SPC environment, you open

Figure 14.1
A wireless tablet computer
being used for SPC
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up a world of possibilities for identifying additional sources of varia-
tion, analyzing and improving your processes.

13.5 Multi-plant SPC implementations

The most sophisticated SPC software programs support enterprise-
wide quality management with an integrated view of every process in
real time across multiple networked sites. Using their desktop PC as a
“command central” for quality, executives can monitor the status of
any workstation, production line, departmental workgroup or multiple
plants from a dashboard display regardless of his or her physical
location (Figure 14.2). Designed with many interactive features, the
dashboard gives users immediate access to a single SPC chart,
spreadsheet, log file, stored message, or the ability to generate a wide
variety of quality reports.

13.6 Supply Chain SPC

Nearly every product that reaches the consumer today represents the
collaborative effort of many interconnected business relationships.

Figure 14.2
A Manager’s SPC dashboard showing global process conditions and “drill-
down” capabilities
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Ever since economic globalization and outsourcing of products and
services began in the early 1990s, manufacturing has been demand-
ing unprecedented levels of connectivity and intersystem integration.
The development of complex supply chains consisting of the cus-
tomer, their procurement resources, contract manufacturers, material
vendors, joint venture partners, distribution channels, etc., truly
exemplify a “virtual corporation” or “extended enterprise.”

Running a successful supplier quality program can be a monumental
information management project due to the many opportunities that
exist for inaccurate and incomplete data and inconsistent procedures
among the various members of the supply chain. The effort can be
made easier with a supply chain SPC system that offers centralized
control to prevent production problems and quality issues from being
passed on to the next link in the supply chain.

Hosted within the customer’s Corporate Data Center, a global supply
chain SPC system connects individual suppliers to their respective
production databases via secure, remote Web connections. It repre-
sents a highly scalable IT solution that supports uniform SPC prac-
tices within the entire supplier community and minimizes the need for
waivers, exemptions and deviation from contract provisions. If you
are the customer, you’ll benefit by eliminating incoming part inspec-
tions since you supplier has incorporated your guidelines and proce-
dures during production.

13.7 Choosing a system

Before deciding on an SPC system, take a close look at your applica-
tion. Is it driven by a customer requirement? Will it be a standalone
PC, network or Web browser-based implementation? What charac-
teristics will you monitor? How do you want to enter data?

A Quality Engineer or Process Engineer may want to design control
charts, analyze out-of-control data points or extract information
about a process off line. In that case, a pure statistical analysis soft-
ware package can provide additional capabilities that fall outside the
realm of traditional SPC software.
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Make sure your IT Department is represented in the decision process.
They will want reassurance on system compatibility, network and
server requirements, data portability and how much (or how little)
technical support they will be expected to provide.

The ideal system adds and improves features regularly to take advan-
tage of new SPC applications as well as new computer technology.
At the same time, it keeps the system compatible with legacy data.
Avoid software programs that require on-going IT programming
resources every time you want to create a report. That defeats the
reason that you automated your SPC activities in the first place. If
you’re relatively new to SPC, you may also want to consider a sys-
tem that lets you start with basic SPC functions and add more elabo-
rate functionality as your expertise evolves.

13.8  Bringing your program on-line

Bringing your SPC system on-line is the same as starting any new
business initiative. Begin by learning the system and training your
employees. Those with no computer experience will need to learn the
basics as well as the software and data entry methods. When you are
ready to go live, start with one process, so you and your employees
aren’t overwhelmed. When that process is stable and capable, gradu-
ally add new ones, until everything is on line.
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14.1  Education

14.0 Getting started

Many things which cannot be overcome when they are together,
yield themselves up when taken little by little.

Plutarch

Starting an SPC program is not easy. There is no magic formula, no
blueprint, no machine that makes it happen. Starting an SPC pro-
gram means changing the way you do business, changing the way
you think about business. It takes a commitment from everyone in the
company, top down, to make it work.  It takes education and team-
work.  A successful SPC program throws aside the “us vs. them”
attitude between management and workers, in favor of working as a
team for the good of all. These changes will not happen ovemight.

While there is no blueprint for starting your program, successful
SPC programs share the same basic parts. First and foremost is
education.

To make your SPC program a success, your company must be edu-
cated about SPC concepts.  Show employees what SPC can do for
your company.  You may have to sell them on the concepts of con-
tinuous improvement and process control, as well as teach them how
SPC works.  Teach them to focus on the process and not the outputs.

One place to begin is with a study of your production process and the
costs of poor quality.  Look at the amount of scrap and rework, what
it costs to replace or repair poor quality, and the cost of additional
labor incurred.  Consider how much time is spent resolving customer
complaints.  Have you lost customers because of poor quality?  Fac-
tor this in as well.

Then, look at how much your company could save by controlling
your process.  Controlling your process means preventing problems
instead of fixing them.  Eliminating non-conformities means you’ll
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save money.  Instead of repairing defects, your employees can
redeploy their efforts, so you’ll see an increase in productivity.
Better quality also helps create customer loyalty.  Look at how SPC
can improve your process and your bottom line.

Whom do you educate?  Start with the top. Your program won’t
succeed unless you have the support of top management. You’ll have
to show why the company needs SPC. For this group, focus on
benefits, measurable results, savings and contributions to the corpo-
rate bottom line. They’ll also need to understand SPC techniques well
enough to have faith in the results and invest in its success.  In many
cases, the implementation cost will be recouped quickly—often in as
little as a few months or even weeks.  Management must spend the
time to thoroughly understand SPC theories and charting. After all,
some very important business decisions will be made from chart
information.

Next, educate engineering and quality control people.  These groups
are likely to spearhead the initial efforts and should be trained as
“internal” consultants that can help identify and resolve problems.

Finally, operators and production supervisors must understand what
the charts are for and what they show.  They must be trained to read
charts and to act to correct the process when the charts show it is
necessary.

Don’t expect everyone to jump on the SPC bandwagon at once.
Some people are intimidated by statistics. In the beginning, when
people are learning process control, there will be additional tasks
involved. Some people will undoubtedly complain about the extra
work involved. As people learn and apply SPC methods, preventing
problems will gradually replace fixing them.

Management should keep an eye on the transition to SPC. Old ways
die hard, so be patient and persistent. Problems often occur at this
stage because people feel they lack the skills needed to do the work.
If more training is needed, provide it.

14.2  Making the transition to SPC
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To help smooth the transition process, there must be someone work-
ers can go to with questions or to mediate disputes over chart infor-
mation. This is where your internal consultants come in. Control
charts are easy to make, but sometimes interpreting them is difficult.
It may take time for workers to feel comfortable with their decisions
to act or not act. But there is no substitute for experience.

14.3  The Production Worker’s role in SPC

Production workers are vital to the success of the program, because
they have the best view of the process. Only production workers
know firsthand the current practices and problems on the floor.
Chances are they have a good sense of their equipment’s capabilities
and how to tweak it to make it do what they want. They can take or
at least suggest corrective action; therefore, problem solving must
include their input.

Without their input, process improvements are likely to be short
lived. If they don’t agree with the proposed solution, they may simply
“forget” to do it that way. If they’ve helped come up with a solution,
they’ll want to see it work.

14.4  Management’s role

As mentioned earlier, management must have faith in SPC methods.
Managers must respond to chart data and encourage production
workers to do the same.

How important is management to the success of the program?  One
company began an SPC program in its four departments, giving each
the same training.  Two of them reported great success, cutting waste
and improving productivity.  In the other two, the program had no
effect.  In fact, productivity had decreased.

An investigation showed supervisors and management in the success-
ful departments responded to the indications on the charts.  They
encouraged workers to make changes and monitored the effects with
the charts.
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The other departments made, but ignored the charts.  No changes
were made to operating practices.  Workers had to keep the charts,
but nothing came of their efforts.  They complained about doing
extra work for nothing.

Most companies with successful SPC programs didn’t try to convert
all their processes at once, they selected one target area.  What
problem is the most costly?  What problem seems to have a high
probability of success?  Pareto analysis can help you decide what to
tackle first.

Once you’ve targeted a problem, determine what key characteristics
should be measured. Again you should start small. Identify a couple
of characteristics, and save the rest until you expand your program.
Then determine how data will be collected and recorded.  How will
you take measurements?  What sample size will you use?

Gather data, create your control chart, and calculate control limits.
Base your limits on at least 20 samples. Study the chart. Is data out
of control or are there definite trends?  Work on removing special
causes of variation. Find and correct assignable causes. Gather more
data, plot and analyze it. Did the changes improve your process or
make it worse?  React to your findings. Study the capability of the
process. Is it capable of producing the output you require?

14.5  Start slowly

14.6  The next step

Continue the cycle of gathering data, plotting it, studying it, and
reacting to it.  When you are comfortable with the system of process
control, expand to include related characteristics. When you are
comfortable with those, add others or bring a new target area into
focus. Keep adding new areas until everything is under control.
Once everything is up and running, keep working to improve the
product.
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It’s easy to get discouraged, especially if your process adjustments
do the opposite of what you expect them to.  Sometimes you’ll have
setbacks. Making the gradual shift to SPC allows you and your co-
workers to become more familar with SPC techniques and how they
apply to your company. It allows you to pinpoint areas that need
more attention. But most importantly, it keeps you from getting
overwhelmed.

The key to experiencing positive results is to be patient and stay
focused. If you do, great rewards and payback lie ahead!
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Common Symbols

χ2 Chi-square

k The number of samples in a study

μ Mean

n The number of readings in one sample.  For
example:  n = 3 means the sample has three
readings.

N The total number of readings in a study

R The range of a sample

b The average range

h The median of a range

s The standard deviation of a sample

a The average of the standard deviation

σ The standard deviation of an entire population

σ2 Variance

Σ Used in formulas as the command "sum"

X A random variable

x
i

Refers to a specific reading, but not the exact value.
For example:  x

1
, x

5
, x

3
.

` The sample average

e The average of the sample averages

c The median of a sample

d The median of the sample medians
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Glossary

Accuracy How close the measured value is to the true value

Assignable cause See Special cause

Attribute Data that can be counted, such as go/no-go or the
number of defects.

Attribute charts Charts used to plot attribute data: c, np, p and u
charts

Automated SPC Computerized statistical process control where the
computer performs calculations and plots data on
the control chart.  This concept includes direct data
input.

Average The sum of a group of values divided by the num-
ber of values in the group; also known as mean

Bell-shaped curve The shape of a normal distribution, so-called
because it has a peak in the middle and tapers off
on either side

Bias A sampling error that distorts the average of a
population.  For example, selecting only items with
visible defects would create a biased statistic of the
population.

Binomial distribution A probability distribution for attribute data when
only two outcomes are possible, such as pass/fail or
go/no-go

Brainstorming A problem-solving method in which group mem-
bers first generate a number of possible solutions
and then discuss their merits
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Bunching A distribution pattern where a group of samples
have the same or similar readings.  It indicates a
sudden change in the cause of variation.

c chart A control chart for attribute data used to plot the
number of  non-conformities in a fixed-size sample

Capability The ability of a process to produce output within
specification limits

Cause & effect A problem-solving tool used to analyzesources of
diagram  process variation.  Also called an Ishikawa

diagram or a fishbone diagram.

Center line On a control chart, the horizontal line in the center
of the chart which represents the average or median
of the process

Central Limit Law of distribution that states no matter what the
Theorem shape of the distribution of the universe, the

distribution of the sample averages will move
toward a normal distribution as the sample size
increases

Central tendency A measuredescribing the middle of a distribution.
Four ways to measure central tendency are mid-
range, median, mode and mean (or average)

Characteristic A feature of a part or its process, such as its dimen-
sions, speed, hardness, temperature, smoothness,
flatness, elasticity or weight

Check sheet A form for recording data.  Check sheets are
designed for the specific type of data that is col-
lected.  For example, there are check sheets for
measured data, for defects, for causes, for location,
and for distribution.  They usually include spaces
to record the study date, time, method of collecting
data, where the data comes from, and who col-
lected it

Chi-square test Shows how well the actual distribution fits the
expected distribution, and is used to determine the
likelihood of a distribution
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Common causes Sources of variation that are inherent in a process.
These are random or chance causes.

Continuous Constantly making processes and products better to
improvement stay competitive

Control The state of a process where no special or assign-
able causes of variation are present.  Also called
statistical control.

Control chart A graph used to track a process to determine if the
process is in control and if it is staying in control

Control limit Control chart boundaries for a process in control
which allow for common cause variation.  When
data falls outside these limits, it is out of control
and signals a change in the process.

Cost of quality The price of nonconformance (costs of not conform-
ing to requirements) and the price of conformance
(costs of procedure compliance); used within an
organization to improve quality and increase
profitability.

Cp A capability index that reflects how well the pro-
cess satisfies the specification

Cpk A capability index used to measure process center-
ing

Customer Those who receive the output of a process. The
customer may be the next step in the overall pro-
cess or the person buying the end product.

Cycles A recurring pattern on a control chart which signals
something is changing over time

Data Facts, usually numerical, about a process.  SPC has
two types of data, variable or attribute, which can
be further classified by their purpose, such as
analysis, process control or acceptance

Detection A quality control procedure that identifies unac-
ceptable products after production is complete
instead of preventing their occurrence



164    The Book of Statistical Process Control

Zontec copyrighted material  •  www.zontec-spc.com

Dispersion The spread of values around the cental tendency of
the process

Distribution A way of describing the behavior of process data
using the shape, dispersion and location of the data

Engineering Process specifications for judging the quality of a
tolerance product

Feedback Data on the output of the process which is given to
those involved so they can make necessary adjust-
ments

Flexible SPC system SPC software that is compatible with a wide
variety of computer  hardware

Freaks A pattern where a single point periodically falls
outside control limits

Gage acceptability A value used to compare a gage's capability to the
specification limits

Hardware- A system that only operates on a specific brand of
dependent SPC computer or hardware
system

Histogram A graph used to illustrate how often values occur.
They also show how the data distribution relates to
the spec limits, the share of the distribution, the
central values and the dispersion.

Individual A single reading; individuals are plotted when
readings are difficult or expensive to obtain.

Individual & Control chart combination where one chart plots
moving range individual readings and the second chart plots

moving range

Instability Describes a process that is not in control.  Usually
shows unnaturally large fluctuations with points
outside control limits on both sides of the center
line.

Ishikawa diagram See Cause & Effect Diagram
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Kurtosis The degree of flatness of a curve.  See platykurtic
and leptokurtic.

Lean manufacturing A philosophy of producing only the product needed
at the time it is needed using minimal resources
such as labor, floor space, time and materials; also
called just-in-time manufacturing or JIT.

Leptokurtic A curve which is higher than the normal curve and
has a kurtosis value that is less than zero

Lower control limit The lower boundary for a process which is in
(LCL) control

Lower specification The lowest acceptable dimension or value of  limit
(LSL) a part or process

Manufacturing How well the product meets the design
quality

Mean The average of a group of values

Mean Absolute A measure of dispersion which is the average dis-
Deviation (MAD) tance from the center value

Measurement error The difference between a measured value and the
actual value

Median The middle value of a group of data that has been
sorted in ascending or descending order

Median chart A control chart in which the median of each sample
is plotted and the center line is the median of the
sample medians

Mid-range The midpoint of a range

Mixtures A pattern reflecting two separate populations
plotted on one chart.  This often shows points
alternating above and below the center line.

Mode The value that occurs most frequently in a sample

Moving average Average created by creating rational subgroups of
samples; for example:  samples 1&2, 2&3, 3&4.
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Moving average A control chart used when it isn't practical
moving range chart to have a sample size greater than one

Moving range Range created by creating rational subgroups of
samples; for example:  samples 1,2&3; 2,3&4;
3,4&5

Natural tolerance The natural operating range of the process.  Control
limits form the boundaries for this tolerance.

Nominal The target value

Nominals chart A control chart used in short-run SPC that lets us
plot data representing different parts on one chart.
Data points are based on their relation to the
nominal value.  The parts must be from the same
process and have similar standard deviations, have
the same sample size, but they can be different
sizes.  For example:  screws of the same style but
different lengths.

Non-conforming unit A part or product that's rejected because of one or
more defects

Non-conformities A flaw or blemish on a product which may or may
not cause it to be rejected.  See Defect.

Normal curve A bell-shaped curve representing a normal distri-
bution of data.  See Normal Distribution.

Normal distribution A symmetrical distribution of data where the
likelihood of an event occurring increases as the
values move toward the center or mean value and
tail off again as they move beyond the center.  The
mean, median and mode are equal.  In a normal
distribution, 68.26% of the data fall with in 1σ on
either side of the mean, 95.44% within 2σ and
99.73% within 3σ.

np chart An attribute chart used to plot the number of non-
conforming units when the sample size is equal.
See p chart.

Observation An individual measurement which is usually
grouped to create a sample
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Operator variability Measurement variance caused by human interpre-
tation of the process, gage, etc.

Out-of-control A process that has variation exceeding the control
limits.  On control charts, it is reflected by samples
outside the control limits.

Out-of-spec Products that don't meet customer or engineering
specification limits

p chart An attribute chart used to plot the number of non-
conforming units when the sample size varies.
This chart uses a fraction based on the number of
non-conforming units and the total number of units
inspected.  See np chart.

Pareto analysis A technique used to prioritize problems.  It's based
on Vilfredo Pareto's economic theory of the vital
few and the trivial many, where a few problems
cause the most damage and the majority of the
problems do the rest.  Its goal is to identify which
are the "vital few" problems that should be tackled
first.

Pareto chart The chart used in Pareto analysis, which combines
a bar chart and a line plot to show which causes
occur most often and at what cost.

Pattern A design appearing in the control chart when the
process is not behaving randomly.  See cycles,
trends, mixtures, stratification, shifts, instability,
bunching and freaks.

Performance quality The measure of a product's dependability.  This
type of quality is affected by how often a product
fails, the time between failures, the time needed to
repair it, and the repair costs.

Platykurtic A curve that is flatter than a normal curve and has
a kurtosis value greater than zero.

Poisson Distribution A distribution that occurs when the probability that
a specific event will occur is the same and the
number of trials is large.  It gets its name from
Simeon Poisson, who first described it.
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Population In statistics, this is the entire group of items in a
study.  It can be people, screws, all parts made by
one machine, etc.  In SPC we study samples taken
from the population to learn about its features.
Also called universe.

Precision Refers to how readings spread out around the
average value.

Prevention A method of quality control that emphasizes pre-
venting quality problems from occurring during the
production process instead of detecting and correct-
ing them after production.

Probability The chance that something will happen.  Probabil-
ity is a statistical estimate of the odds that an event
will occur and how often.

Process The entire system of machines, raw materials,
people, procedures, environment and measurements
used to make a product or service.

Process average The average of sample averages in a process.  This
creates the center line on a control chart.  Also
called Xdouble bar (e ).

Quality With manufactured products and services, quality
determined by the customer who judges quality by
considering if the product does what is expected,
competitive products, cost and personal preference.
See Design quality, Manufacturing quality and
Performance quality.

Quality control A system for checking and maintaining the desired
level of quality through design, process monitoring
and reacting to process changes.

R chart See Range chart

Random sample A sample in which any part of the population has
an equal chance of being selected

Range The difference between the highest and lowest
values in a sample.  Used to study variation between
readings in a sample.
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Range chart A control chart for variable data used to plot the
sample ranges.  Also called R chart.

Reading An individual measurement.  Also called observa-
tion.

Repeatability Equipment variation found when one person
measures the same dimension several times with
the same gage

Reproducibility Variation found between operators when two or
more people measure the same dimension with the
same gage

Run A group of points on one side of the center line.

Run chart A control chart where individual readings are
plotted in chronological order so that runs can be
detected

s chart See Sigma chart

Sample A subgroup of readings used to represent a popula-
tion

Sample average The average value of the readings in a subgroup

Sample range The range of the readings in a subgroup

Sample size The number of readings in a subgroup

Sampling The process of collecting readings for a sample

Sampling plan A plan for collecting random samples that accu-
rately represent the population.  Sampling plans
include how samples will be collected, how often
they'll be taken and the sample size

Scatter diagram A chart used to determine the relationship between
a cause and effect or between two causes.  One axis
represents one cause and the second axis represents
the other cause or effect.

Sensitivity The degree to which control charts reflect process
variation.  A more sensitive chart may show even
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slight natural varation as an out-of-control process,
while a less sensitive chart may show excessive
variation as “in control.”

Shewhart See Control chart
Control Chart

Shifts A sudden change in a pattern such as a jump or
drop.  It can indicate a change in operators or raw
materials or a shift in process operations.

Short-run SPC SPC techniques used for process that produce a
high volume in a short time or a low volume over a
long time.  It also applies to those producing one
part per run or parts that are hard to subgroup.
Charts used for short-run SPC include Individual &
Moving Range, Moving Average & Moving
Range, Nominal Charts and Standardized charts.

Sigma The standard deviation of a population.

Sigma chart The control chart for variable data plots standard
deviations of samples.  Also called s chart.  Note
that σ is the standard deviation of the sample and σ
represents the standard deviation of the population.
These are not the same thing!

Six Sigma An approach to quality pioneered in the 1980s by
Motorola that maintains that average processes
operate at a three-sigma level; best-in-class at six
sigma.  The approach is based on the fundamental
that companies subscribing to six sigma experience
only 3.4 defects per million opportunities.

Skew The difference between the mean and the mode.
The skew factor shows if the process leans toward
the upper or lower specifications.

Special cause Sources of variation which are identifiable such as
human error or equipment failure.  These interfere
with the process causing an irregular output.

Specification The engineering requirements used to judge the
quality of a product.  Specifications are often based
on customer requirements.
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Spread See Dispersion

Stability A process that is in statistical control.  Variation is
limited and falls within control limits.

Standard deviation A measure of process spread which squares the
difference between a value and the average, divides
it by the number of values, and takes the square
root of that value.

Statistic A calculated value derived from the sample data.
Statistics are estimates of the true population
values.

Statistical control A process with no special or assignable causes of
variation.

Statistical process The practice of using statistics to detect variations
control in a process so they can be controlled, thereby

controlling the quality of the output.

Stratification A control chart pattern where data points appear to
hug the center line, with points alternating on either
side of it.

Subgroup See Sample

Three chart A control chart group used to look at batch-to-batch
variation as well as variation between samples and
within a sample.  Three charts combine X-bar & R
charts with a Moving Range chart.

Tolerance See Specification, Engineering Tolerances and
Natural Tolerances.

Toolwear charts A modified control chart used to compensate for
expected variation caused by toolwear and replace-
ment.

Trend A control chart pattern that shows constant change,
such as that caused by toolwear.

Trial control limits Control limits based on the first 20-25 samples,
which are used to determine if the process is in
control.
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u chart A control chart for attribute data used to plot the
number of non-conformities when the sample size
varies.  This chart uses a fraction based on the
number of defects in the sample and the number of
units in the sample.  See c chart.

Uniform distribution A distribution that occurs when each possible
outcome has an equal chance of occurring; also
called rectangular distribution.

Universe See population

Upper Control Limit The upper boundary for a process that is in
(UCL) control

Upper Specification The largest acceptable dimension or value of
Limit (USL) a part or process

Variable Data that can be measured such as length, weight,
speed, temperature or diameter

Variable charts Charts used to plot variable data such as X-bar &
R and s charts.

Variance A measure of spread which is the standard devia-
tion squared; see standard deviation.

Variation The difference between outputs of the same pro-
cess.  Sometimes it is a natural part of the process,
but other times, it has a special cause which should
be eliminated.

X-bar chart A control chart for variable data which plots the
sample averages.  Is used to study variation be-
tween samples.

X-bar & s chart A control chart combination of the X-bar and
sigma chart

Z-score A statistic used to estimate how much of a product
falls outside specification limits
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Appendices

• Appendix A: SPC Formulae

• Appendix B: χ2 Values for Confidence Intervals

• Appendix C: Table of Constants for Control Charts

• Appendix D: Z scores (Percent out of spec)
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SPC Formulae

Appendix A

p chart

 n  =  number of units inspected per sample

Total number of non-conforming units

Total number of units inspectedg=

np chart

 ng  =  number of units inspected per sample

Total number of non-conforming units

Total number of units inspectednng  =

Use the p chart with either constant or changing sample sizes.
When n changes, UCLp and LCLp must be recalculated.  LCLp must
be equal to or greater than 0; LCLp can never be less than 0.

UCLp  =    g + 3
 n

g (1 – g)√ LCLp  =    g – 3
 n

g (1 – g)√

Use the np chart with constant sample sizes.  When n changes,
UCLnp and LCLnp must be recalculated.  LCLnp must be equal to or
greater than 0; LCLnp can never be less than 0.

LCLnp  =  ng– 3√ ng(1 – g)UCLnp  =    ng+ 3√ ng(1 – g)
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u chart

Total number of defects

Total number of units inspected
R =

 n  =  number of units inspected per sample

UCLu  =   R  + 3√R/ n LCLu  =   R  – 3√R/ n

Use the u chart when the number of units inspected per sample is
not constant.  When n changes, UCLu and LCLu must be recalcu-
lated.  LCLu must be equal to or greater than 0; LCLu can never be
less than 0.

c chart

Total number of defects

Number of samples
D =

Use the c chart when the number of units inspected per sample is
constant.  LCLc must be equal to or greater than 0; LCLc can never
be less than 0.

UCLc  =   D + 3√D LCLc  =   D  – 3√D

Appendix A    175
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X-bar chart for sample averages

`= average for each sample

UCL
x
 = e + A

2
 * b

LCL
x
 = e – A

2
 * b

ë

e =
Sum of ` values for all subgroups

Number of subgroups

UCL
x 
= e + A

3
 * a

LCL
x 
= e – A

3
 * a

R chart for sample ranges

R = range for each subgroup

b =

UCL
R
 = D

4
 * b LCL

R
 = D

3
 * b

Sum of ranges for all subgroups
Number of subgroups
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S chart for sample sigmas

S = Sigma for each subgroup

a =

UCL
s
 = B

4
 * a LCL

s
 = B

3
 * a

Sum of sigmas for all subgroups
Number of subgroups

Capability & performance indices

Cp/Pp =
Specification width
Natural tolerance Pc/Pr =

Natural tolerance
Specification width

Cp =
USL – LSL

6σ
est

Pc =
6σ

est

USL – LSL

Pp =
USL – LSL

6σ
calc

Pr =
6σ

calc

USL – LSL

σ
est 

= b/d
2 σ

calc
= Σ(X – `)2√ n

Cp/Pp Pc/Pr

Cpm

σ
Cpm 

= Σ(X – Nom)
n – 1√

Cpm =
USL – LSL

6*σ
Cpm
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Cpk

Z
U
 =

USL – e
σ

est

Z
L
 =

e – LSL
σ

est

Cpk = Minimum of Z
U 

/ 3  or  Z
L 
/ 3

Ppk

Z
U
 =

USL – e
σ

calc

Z
L
 =

e – LSL
σ

calc

Ppk = Minimum of Z
U 

/ 3  or  Z
L 

/ 3

Median & R chart formulae

c =   median for each sample

d =   median of cvalues for all subgroups

UCL
x 
 = c+ A

5
h

LCL
x 
 = c– A

5
h

R   =  range for each subgroup

h =  median of ranges for subgroups

UCL
R 

 =  D
4
h

LCL
R 

 =  D
3
h
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UCL = e + E
2
MR

LCL = e – E
2
MR

3 chart formulae

Subgroup-to-subgroup value of X-bar

Subgroup-to-subgroup value of MR

UCL = D
4
MR

LCL = D
3
MR

Within subgroup values of R

UCL = D
4
b

LCL = D
3
b

Factors for 3 charts

Where k refers to the size of the moving range and n refers to the
subgroup size of individuals:

Appendix A    179

e

k E
2

2 66.2

3 77.1

4 64.1

5 92.1

R&RM

n D
4

D
3

d
2

2 762.3 0 821.1

3 575.2 0 396.1

4 482.2 0 950.2

5 411.2 0 623.2
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Gage R&R formulae

Repeatability:  Equipment variation (EV)

EV = R * K
1

=
%EV = 100[EV/TV]

Reproducibility:  Appraiser variation (AV)

ë

%AV = 100[AV/TV]

Repeatability & reproducibility (GRR)

%GRR = 100[R&R/TV]

Part variation (PV)

PV = R
p
 * K

3 %PV = 100[PV/TV]

Total variation (TV)

TV = √(R&R2 + PV2)

GRR = √(EV2 + AV2)

No. of distinct categories

AV = √[(e
DIFF

 * K
2
)2 – (EV

2
/nr)]

ndc = 1.41 PV
GRR(      )
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K factors for Gage R&R

Appendix A    181

slairT K
1

2 65.4

3 50.3

sresiarppA 2 3

K
2

56.3 07.2

straP K
3

2 56.3

3 07.2

4 03.2

5 80.2

6 39.1

7 28.1

8 47.1

9 76.1

01 26.1
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Values for Confidence Intervals

Appendix B

sdnuoBecnedifnoC

fd 99. 59. 09. 01. 50. 10.

1 61000.0 39300.0 97510.0 45507.2 74148.3 68436.6

2 01020.0 95201.0 27012.0 71506.4 74199.5 43012.9

3 38411.0 58153.0 83485.0 93152.6 27418.7 98443.11

4 11792.0 27017.0 26360.1 44977.7 37784.9 17672.31

5 92455.0 74541.1 03016.1 53632.9 05070.11 43680.51

6 70278.0 83536.1 31402.2 46446.01 95195.21 09118.61

7 30932.1 43761.2 11338.2 40710.21 61760.41 53574.81

8 64646.1 36237.2 35984.3 75163.31 23705.51 42090.02

9 58780.2 11523.3 61861.4 76386.41 99819.61 20666.12

01 91855.2 92049.3 71568.4 81789.51 40703.81 52902.32

11 94350.3 18475.4 87775.5 20572.71 51576.91 89427.42

21 05075.3 20622.5 87303.6 53945.81 70620.12 79612.62

31 88601.4 58198.5 94140.7 49118.91 40263.22 52886.72

41 83066.4 26075.6 35987.7 41460.12 97486.32 42141.92

51 82922.5 19062.7 57645.8 31703.22 97599.42 29775.03

61 81218.5 36169.7 32213.9 38145.32 32692.62 39999.13

71 86704.6 47176.8 71580.01 40967.42 11785.72 66804.33

81 28410.7 34093.9 39468.01 24989.52 03968.82 13508.43

91 36236.7 00711.01 09056.11 75302.72 35341.03 78091.63

02 13062.8 08058.01 16244.21 89114.82 34014.13 42665.73

12 50798.8 03195.11 06932.31 90516.92 75076.23 71239.83
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Appendix B   183

sdnuoBecnedifnoC

fd 99. 59. 09. 01. 50. 10.

22 73245.9 10833.21 84140.41 82318.03 44429.33 63982.04

32 16591.01 05090.31 69748.41 09600.23 64271.53 04836.14

42 72658.01 93848.31 76856.51 52691.33 30514.63 28979.24

52 49325.11 14116.41 14374.61 95183.43 84256.73 11413.44

62 50891.21 51973.51 88192.71 71365.53 41588.83 86146.54

72 93878.21 93151.61 09311.81 22147.63 72311.04 49269.64

82 75465.31 58729.61 32939.81 29519.73 41733.14 42872.84

92 33652.41 73807.71 37767.91 74780.93 79655.24 98785.94

03 13359.41 66294.81 12995.02 20652.04 79277.34 81298.05

04 11461.22 82905.62 15050.92 60508.15 84857.55 47096.36

05 35607.92 12467.43 26886.73 21761.36 18405.76 98351.67

06 38484.73 49781.34 98854.64 10793.47 59180.97 24973.88

07 05144.54 62937.15 29823.55 50725.58 32135.09 91524.001

08 39935.35 24193.06 08772.46 02875.69 74978.101 08823.211

09 99357.16 89521.96 90192.37 10565.701 72541.311 23611.421

001 27460.07 64929.77 31853.28 10894.811 21243.421 27608.531
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Appendix C

Table of Constants for Control Charts

-buS
puorg
eziS

` strahCR& ` strahCs&

roftrahC
segarevA

(`)
)R(segnaRroftrahC

roftrahC
segarevA

(`)
)R(segnaRroftrahC

srotcaF
rof

lortnoC
stimiL

srosiviD
rof

etamitsE
fo

dradnatS
noitaiveD

rofsrotcaF
stimiLlortnoC

srotcaF
rof

lortnoC
stimiL

srosiviD
rof

etamitsE
fo

dradnatS
noitaiveD

rofsrotcaF
stimiLlortnoC

n A
2

d
2

D
3

D
4

A
3

c
4

B
3

B
4

2 088.1 821.1 — 762.3 956.2 9797.0 — 762.3

3 320.1 396.1 — 475.2 459.1 2688.0 — 865.2

4 927.0 950.2 — 282.2 826.1 3129.0 — 662.2

5 775.0 623.2 — 411.2 724.1 0049.0 — 980.2

6 384.0 435.2 — 400.2 782.1 5159.0 030.0 079.1

7 914.0 407.2 670.0 429.1 281.1 4959.0 811.0 288.1

8 373.0 748.2 631.0 468.1 990.1 0569.0 581.0 518.1

9 733.0 079.2 481.0 618.1 230.1 3969.0 932.0 167.1

01 803.0 870.3 322.0 777.1 579.0 7279.0 482.0 617.1

11 582.0 371.3 652.0 447.1 729.0 4579.0 123.0 976.1

21 662.0 852.3 382.0 717.1 688.0 6779.0 453.0 646.1

31 942.0 633.3 703.0 396.1 058.0 4979.0 283.0 816.1
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Appendix C    185

-buS
puorg
eziS

` strahCR& ` strahCs&

roftrahC
segarevA

(`)
)R(segnaRroftrahC

roftrahC
segarevA

(`)
)R(segnaRroftrahC

srotcaF
rof

lortnoC
stimiL

srosiviD
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etamitsE
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dradnatS
noitaiveD
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stimiLlortnoC

srotcaF
rof

lortnoC
stimiL

srosiviD
rof

etamitsE
fo

dradnatS
noitaiveD

rofsrotcaF
stimiLlortnoC

n A
2

d
2

D
3

D
4

A
3

c
4

B
3

B
4

41 532.0 704.3 823.0 276.1 718.0 0189.0 604.0 495.1

51 322.0 274.3 743.0 356.1 987.0 3289.0 824.0 275.1

61 212.0 235.3 363.0 736.1 367.0 5389.0 844.0 255.1

71 302.0 885.3 873.0 226.1 937.0 5489.0 664.0 435.1

81 491.0 046.3 193.0 806.1 817.0 4589.0 284.0 815.1

91 781.0 986.3 304.0 795.1 896.0 2689.0 794.0 305.1

02 081.0 537.3 514.0 585.1 086.0 9689.0 015.0 094.1

12 371.0 877.3 524.0 575.1 366.0 6789.0 325.0 774.1

22 761.0 918.3 434.0 665.1 746.0 2889.0 435.0 664.1

32 261.0 858.3 344.0 755.1 336.0 7889.0 545.0 554.1

42 751.0 598.3 154.0 845.1 916.0 2989.0 555.0 544.1

52 351.0 139.3 954.0 145.1 606.0 6989. 565.0 534.1
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n A
2

d
2

D
2

D
4

E
2

d
2

D
3

D
4

2 088.1 82.1 — 762.3 066.2 821.1 — 762.3

3 781.1 396.1 — 475.2 277.1 396.1 — 475.2

4 697.0 950.2 — 282.2 754.1 950.2 — 282.2

5 196.0 623.2 — 411.2 092.1 623.2 — 411.2

6 845.0 435.2 — 400.2 481.1 435.2 — 400.2

7 805.0 407.2 670.0 429.1 901.1 407.2 670.0 429.1

8 334.0 748.2 631.0 468.1 450.1 748.2 631.0 468.1

9 214.0 079.2 481.0 618.1 010.1 079.2 481.0 618.1

01 263.0 870.3 322.0 777.1 579.0 870.3 322.0 777.1

Table of Constants for Control Charts



Appendices    187

Complimentary Zontec eBook  •  www.zontec-spc.com

Appendix D

Z scores (% out of spec)
Z 90. 80. 70. 60. 50. 40. 30. 20. 10. 00. Z

0.4- 30000. 0.4

9.3- 30000. 30000. 40000. 40000. 40000. 40000. 40000. 40000. 50000. 50000. 9.3

8.3- 50000. 50000. 50000. 60000. 60000. 60000. 60000. 70000. 70000. 70000. 8.3

7.3- 80000. 80000. 80000. 80000. 90000. 90000. 01000. 01000. 01000. 11000. 7.3

6.3- 61000. 51000. 51000. 41000. 41000. 31000. 31000. 21000. 21000. 11000. 6.3

5.3- 71000. 71000. 81000. 91000. 91000. 02000. 12000. 22000. 22000, 32000. 5.3

4.3- 42000. 52000. 62000. 72000. 82000. 92000. 03000. 13000. 23000. 43000. 4.3

3.3- 53000. 63000. 83000. 93000. 04000. 24000. 34000. 54000. 74000. 84000. 3.3

2.3- 05000. 25000. 45000. 65000. 85000. 06000. 26000. 46000. 66000. 96000. 2.3

1.3- 17000. 47000. 67000. 97000. 28000. 48000. 78000. 09000. 49000. 79000. 1.3

0.3- 00100. 40100. 70100. 11100. 41100. 81100. 22100. 62100. 13100. 53100. 0.3

9.2- 4110. 4100. 5100. 5100. 6100. 6100. 7100. 8100. 8100. 9100. 9.2

8.2- 9100. 0200. 1200. 1200.. 2200. 3200. 3200. 4200. 5200. 6200. 8.2

7.2- 6200. 7200. 8200. 9200. 0300. 1300. 2300. 3300. 4300. 5300. 7.2

6.2- 6300. 7300. 8300. 9300. 0400. 1400. 3400. 4400. 5400. 7400. 6.2

5.2- 8400. 9400. 1500. 2500. 4500. 5500. 7500. 9500. 0600. 2600. 5.2

4.2- 4600. 6600. 8600. 9600. 1700. 3700. 5700. 8700. 0800. 2800. 4.2

3.2- 4800. 7800. 9800. 1900. 4900. 6900. 9900. 2010. 4010. 7010. 3.2

2.2- 0110. 3110. 6110. 9110. 2210. 5210. 9210. 2310. 6310. 9310. 2.2

1.2- 3410. 6410. 0510. 4510. 8510. 2610. 6610. 0710. 4710. 9710. 1.2
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Z 90. 80. 70. 60. 50. 40. 30. 20. 10. 00. Z

0.2- 3810. 8810. 2910. 7910. 2020. 7020. 2120. 7120. 2220. 8220. 0.2

9.1- 3320. 9320. 4420. 0520. 6520. 2620. 8620. 4720. 1820. 7820. 9.1

8.1- 4920. 1030. 7030. 4130. 2230. 9230. 6330. 4430. 1530. 9530. 8.1

7.1- 7630. 5730. 4830. 2930. 1040. 9040. 8140. 7240. 6340. 6440. 7.1

6.1- 5540. 5640. 5740. 5840. 5940. 5050. 6150. 6250. 7350. 8450. 6.1

5.1- 9550. 1750. 2850. 4950. 6060. 8160. 0360 3460. 5560. 8660. 5.1

4.1- 1860. 4960. 8070. 1270. 5370. 9470. 4670. 8770. 3970. 8080. 4.1

3.1- 3280. 8380. 3580. 9680. 5880. 1090. 8190. 4390. 1590. 8690. 3.1

2.1- 5890. 3001. 0201. 8301. 6501. 5701. 3901. 2111. 1311. 1511. 2.1

1.1- 0711. 0911. 0121. 0321. 1521. 1721. 2921. 4131. 5331. 7531. 1.1

0.1- 9731. 1041. 3241. 6441. 9641. 2941. 5151. 9351. 2651. 7851. 0.1

9.0- 1161. 5361. 0661. 5861. 1171. 6371. 2671. 8871. 4181. 1481. 9.0

8.0- 7681. 9481. 2291. 9491. 7791. 5002. 3302. 1602. 0902. 9112. 8.0

7.0- 8412. 7112. 6022. 6322. 6622. 7922. 7232. 8532. 9832. 0242. 7.0

6.0- 1542. 3842. 4152. 6452. 8752. 1162. 3462. 6762. 9072. 3472. 6.0

5.0- 6772. 0182. 3482. 7782. 2192. 6492. 1892. 5103. 0503. 5803. 5.0

4.0- 1213. 6513. 2913. 8223. 4623. 0033. 6333. 2733. 9043. 6443. 4.0

3.0- 3843. 0253. 7553. 4953. 2363. 9663. 7073. 5473. 3873. 1283. 3.0

2.0- 9583. 7983. 6393. 4793. 3104. 2504. 0904. 9214. 8614. 7024. 2.0

1.0- 7424. 6824. 5234. 4634. 4044. 3444. 3844. 2254. 2654. 2064. 1.0

0.0- 1464. 1864. 1274. 1674. 1084. 0484. 0884. 0294. 0694. 0005. 0.0
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Index

A
Affinity diagram 50
Analysis, Pareto 167
Appraiser Variation 111
Assignable cause 12, 161
Attribute

control chart 115
data 33, 36, 40, 115, 123, 161

Automated SPC 145, 161
AV 111
Average 23, 65, 66, 161

B
Baldrige, Malcolm    5
B factors for control limits 84
Bias 161
Binomial distribution 28, 116, 161
Brainstorming 49, 52, 161
Bunching 100, 162

C
c chart 115, 123, 124, 162
c-bar 124
Capability 162

indices 90
Cause

assignable 13
common 13
special 13, 138, 171

Cause & effect diagrams 51, 53, 162
Center line 63, 96, 98, 120, 132,

140, 162
Central Limit Theorem 30, 162
Central tendency

measures of 80, 162
Characteristic 34, 115, 162

Chart
c 115, 123, 124, 162
control 61, 63, 68, 95
individual & moving range 131
median 80, 81, 165
moving average moving range 133,

166
nominal 134, 166
np 115, 119, 166
p 115, 119, 167
Pareto 167
R 76, 81
range 101, 137, 139, 169
run 59, 169
s 83
scale 77, 137, 141
Shewhart Control Chart 9, 170
Sigma 170
toolwear 138
u 115, 123, 126
X-bar 65,  81, 101, 119, 134,

138, 140
X-bar & R 71,  81, 131, 134

Check sheet 40, 162
Chi-square 56, 58, 162
CMMs 147
Common causes 56, 163
Continuous improvement 68, 69,

163
Control

chart 10, 13, 61, 68, 71, 77, 95,
115, 116, 163

limits 61, 62, 68, 79, 118, 132,
134, 135, 139, 140, 163

Cost
per defect 48
of quality 12, 151, 163

Cp 90, 91, 92, 93, 163
Cpk 90, 91, 92, 93, 163
Curve, normal 56, 64
Cycle 97, 163
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D
Dashboards for SPC   148
Data

attribute 33, 36, 40, 123, 161
non-conforming 115
non-normal 93
variable 33, 36, 40, 67, 71

Demerit systems 128
Deming, W. Edwards 15
Diagrams

affinity     50
cause & effect 51, 162
fishbone 51, 162
Ishikawa 51, 162, 164
scatter 53, 170

Dispersion 65, 164
Distribution 27, 40, 56, 164

non-normal 89
normal 56

E
Engineering tolerance 87, 164
Enterprise-wide quality manage-

ment 148
Equipment Variation 111

F
Fishbone diagram 51, 162
Flexible SPC systems   146
Formulas     176
Freak 100, 164

G
Gage 99, 107

acceptability 164
Gages 3, 40, 145
Go/no go 115

H
Hardware-dependent SPC systems

146
Histogram 88, 90, 92, 98, 164

I
Individual 164
Individual & Moving Range Chart 131
Inspection 106
Instability 98, 99, 164
Intercept 139
Ishikawa diagram 51, 162, 164
ISO 13485 4
ISO 9000 4
ISO 9100 4
ISO/TS 16949 4

K
Kurtosis 56, 57, 165

L
Lean manufacturing 165
Leptokurtic 58, 165
Limits

control 61, 62, 63, 68, 77, 81, 85,
120, 125, 127, 132, 165

trial 68
LIMS   147
Loss function 12
Lower specification limit 165

M
MAD See Mean Absolute Deviation
Malcolm Baldridge National Quality

Award 5
Master Black Belts 94
Mean 23, 56, 165
Mean Absolute Deviation 25, 165
Measurement errors 103
Measures

of central tendency 22, 80, 162
of process dispersion 25

Median 22, 81, 165
chart 80, 81, 165

Mid-range 22, 165
Midpoint 22
Mixtures 98, 165
Mobile SPC devices   147
Mode 22, 165
Moving average 166
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Index

Moving average moving range chart
133, 166

Moving range 142, 166

N
n 21, 30
Natural tolerance 87, 88, 90, 166
Networked SPC 146
Nominal 166

chart 134, 166
Non-conforming unit 115, 166
Non-conformities 115, 123, 129,

166
Non-normal data 93
Non-normal distribution 91
Non-random behavior 96
Normal

curve 29, 56,  64, 95, 166
distribution 28, 56,  88, 166

np chart 115, 119, 166

O
Observation 167
OPC   147
Out of control 93, 97, 100, 138

P
p chart 115, 116, 119, 167
p-bar 118
Pareto

analysis 45, 46, 47, 154, 167
categories 47
chart 46, 167

Pareto, Vilfredo 45
Part Variation 112
Patterns 95, 167

bunching 100
cycles 97
detecting 95
freaks 100
instability 98, 99
mixtures 98
trends 97

Percent
AV 112
EV 112
PV 113
R&R 113

Performance indices 92
Plant floor systems   147
Platykurtic 58, 167
PLCs   147
Poisson distribution 29, 123, 126,

168
Population 20, 21, 33, 36, 168
Pp 93
Ppk 93
Predictability 65, 67, 103
Probability 20, 168
Probability distribution 28
Problem solving 45
Process

average 134, 168
centering     92
control 95
cycles 138
instability 99
shifts 99

PV 112

Q
QS-9000 4

R
R chart 76, 81, 101, 137, 139, 169
R&R 112
Random sampling 35, 36
Range 25, 66, 152, 169

chart 76, 81, 101, 137, 139, 169
Rectangular distribution 28
Repeatability 107, 112
Reproducibility 107, 112
Run 96, 169
Run chart 59, 169
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S
s chart 83
Sample 35,  66, 132, 169

average 169
range 132, 169
size 37, 83, 132

Sampling 35, 169
SCADA   147
Scale 77, 137, 141
Scatter diagram 170
Shewhart Control Chart 9, 13,  170
Shewhart, Walter 9, 13
Shift 170
Short run 131, 170
Sigma 170
Sigma chart 170
Six Sigma 93, 170
Skew 56, 57, 92 170
Slope 139
Special cause 13, 138, 161, 171
Specification 3, 5, 11, 171

limits 16, 90
Stability 67, 171
Standard deviation 26, 27, 30, 56,

57, 64, 83, 86, 171
Statistical analysis software 149
Stratification 96, 98, 171
Subgroup. See Sample
Supply chain SPC   148
Symbols 159
Symmetrical distribution 28

T
Tablet computing 147
Tests for control 95
Three chart 142
TL 9000 4
Tolerance 2, 6, 8, 12, 87

engineering 87
natural 87, 88, 91

Toolwear 97, 138
Total Variation 112
Trend 97
Trial limits 68
TV 112

U
u chart 115, 123, 126
Uniform distribution 28
Universe 20, 86
Unstability 67
Upper control limit 63, 77,  81,  85,

120, 125, 127, 132

V
Variability 67, 96, 97
Variable data 33, 36, 40, 67, 71
Variance 9, 12, 26, 27, 37, 104
Variation 8, 33, 37, 67, 95, 104

W
Whitney, Eli 2
Wireless SPC 147

X
X-bar & R chart 71,  81, 131, 134
X-bar chart 65, 81,  101,  116, 119,

134,  138, 140

Z
Z scores 90
Zero defects 6
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A fundamental view of SPC
for the non-statistician

Zontec Inc., headquartered in Cincinnati,
Ohio, USA, is a major world player in the 
statistical process control (SPC) software 
market. Founded in 1983, the company is
credited with a number of pioneering achieve-
ments in quality — many of which have
become industry-standard, including real-time

performance, automated data
collection, networked SPC,
dashboard monitoring and
interactive Web-based applica-
tions. Today, more than 5,000
businesses worldwide rely on
Zontec software to react to
process variation and improve
their product quality.

www.zontec-spc.com

“I recommend this book to plants where I have 
projects around the world.… It is very informative,
well organized with plenty of basic and well 
explained concepts.”
– Antonio Martinez, Sr. Engineer, Kraft Foods Germany

“An excellent primer for understanding how SPC 
can be used to identify, reduce and control 
variation within processes.’’
– George Kloos, Dayton Reliable Tool & Mfg. Co.

“What a reference! The examples are easily 
understood and simple to follow.” 
– Mary Perret, Bell Helicopter Tiltrotor Operations

“... a very good book for SPC. I found it to be well 
written for those who may not have a background
in probability and statistics.”
– John S. Usher, PhD, Univ. of Louisville Dept. of Industrial Engineering




